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i Chapter 3 It
1 i 1
" Matrices "
1 1
] ]
| 1
1 : Operations on Matrices 1 '
] ]
ll Algebra of matrix involves the operation of matrices, such as Addition, subtraction, ll
lI multiplication etc. II
1 1
¥ Let us understand the operation of the matrix in a much better way- |
| |
1 : 1. Addition of Matrices : | :
]
.I Let A and B be two matrices of same order (i.e. comparable matrices). Then A + B is I|
'l defined to be | I
1 1
II A+B= [aij]m xnt [bij]mxn = [Cij]monhere G =dgt bij?' 1&]. |I
1 i
ll 2. Substraction of Matrices : I :
1 1
1 Let A & B be two matrices of same order. Then A - B is defined as A + (-B) where - II
L Bis (-1) B. I
1 1
i 3. Multiplication of Matrix By Scalar : ) :
1
.l Let A be a scalar (real or complex number) & A = [ajj]m xn be a matrix. Thus the II
1 product AA is defined as AA = [bjj]m xn Where bj; = Aajfor all i &j. I
Il Note : If A is a scalar matrix, then A = Al, where A is the diagonal element. 'l
| 1
1 ; Properties of Addition & Scalar Multiplication : ! "
1 1
| Consider all matrices of order m X n, whose elements are from a set F (F denote Q, R II
.I or C). 1
1 1
. . Let Mmxn (F) denote the set of all such matrices. Then 1 '
1
1 I I
] 1
1 |
] |
1 1
| ]
1 1
i i
1 1
] ]
1 1
i ]
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1 1
1 1
1 1
1 1
" (a) AsM_,  _(F)&BeM__ (F) = A+BeM_, _(F) il
1 (b) A+B=B+A 1
.l (c) (A+B)+C=A+(B+C) .l
1 (d) O=[o],,,isthe additive identity. 1
II (e) ForeveryA =M, ., (F), - Ais the additive inverse. II
1 () ~(A+B)=2A+1B 1
b (g) »A=Ar o
i (h) (h,+n,)A=0 A+1A I
1 1
i i
1 4, Multiplication of Matrices : 1
] |
' 1 Let A and B be two matrices such that the number of columns of A is same as ' 1
ll number of rows of B. i.e., A ll
P
1 ~Y'a,a, I
— = Ci' = LTk
ll = Byl s p 8B = [byl, o Then AB = [€y)n xn here T 45 which is the II
'l dot product of ith row vector of A and jt column vector of B. Il
I Note : 1
1 1
1 ; 1. The product AB is defined iff the number of columns of A is equal to the number of 1 I
II rows of B. A is called as premultiplier & B is called as post multiplier. AB is I I
1 defined = BA s defined. 1
'. 2.Ingeneral AB * BA, even when both the products are defined. I|
l. 3. A(BC) = (AB) C, whenever it is defined. II
| 1
Il Properties of Matrix Multiplication : II
|I Consider all square matrices of order ‘n’. Let M, (F) denote the set of all square | ;
Il matrices of order n, (where Fis Q, R or C). Then II
'| (a) A, B € My (F) = AB € My (F) '|
1
|I (b) In general AB # BA lI
1
1 1
I (c) (AB) C=A(BC) I
]
.' (d) In, the identity matrix of order n, is the multiplicative identity. Al, = A = [L,A .:
1
'I (e) For every non singular matrix A(i.e,, |A| # 0) of Mn (F) there exist a unique ll
[ (particular) matrix B € Mn (F) so that AB = I, = BA. In this case we say that A & B 1
II are multiplicative inverse of one another. In notations, we write B= A-lor A =Bl II
] 1
lI (f) If A is a scalar (AA) B = A(AB) = A(AB). ll
1 1
i i
1 1
] ]
1 1
] ]
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1 1
1 1
1 1
1 1
I (9) AB+C)=AB+AC v A B, CeM_(F) 1
i ]
1 (h) (A+B)C=AC+BC vy A B CeM,(F) 1
1 1
'| Note : l|
1 1
1 ! 1. Let A = [aij]m xn. Then Aln = A & Im A = A, where I, & Im are identity matrices of 1 !
i i order n & m respectively. ' 1
] ]
1 I 2. For a square matrix A, A2 denotes AA, A3 denotes AAA etc. 1 I
1 1
I Solved Examples: I
1 1
1 . Ex.1 For the following pairs of matrices, determine the sum and difference, if they 1 I
! exist. II
1 ‘1 —1 2 B= "2 15 ﬁ'l [
1 (a) 0D 1 =1-3 2+i 0/ 1
I 1
1 II
1 L 1
1 A=) IB={g = 0 1
I (b) 3 4 0 -2 0 I
1 1
|' Sol. (a) Matrices A and B are 2 X 3 and confirmable for addition and subtraction. |I
' el £ o I
; B ‘ 1+ 2 1 1. 5I 2+ 6| _| 3 0 5 8) i
1 1
1 II
1 ' -1-1.5 (<1 2.5 -4)
" A-B=pl] -3) A3 3383 3 F) "
1 1
.' (b) Matrix Ais 2 X 2,and Bis 2 X 3. Since A and B are not the same size, they are not ||
1 confirmable for addition or subtraction. |
! |”2 3 1 1] II
l' = -1 2 2] I
1 Ex.2 Find the additive inverse of the matrix A =12 8 7] ; I
II Sol. The additive inverse of the 3 X 4 matrix A is the 3 X 4 matrix each of whose i
1 elements is the negative of the corresponding element of A. Therefore if we denote 1
g 23 1 ] il
i _ R 1 2 -3 I
.I the additive inverse of A by - A, we have 1 ey . Obviously A + (-A) ll
1 = (-A) + A = 0, where 0 is the null matrix of the type 3 X 4. 1
i 1
'I | "-1 47 = .I
y A=|3 2|,B=|0 5|, I
'l Ex3 If = 51 3 11 find the matrix D such that A+ B - D = 0. II
1 |
II Sol. Wehave A+ B-D=0= (A+B)+(-D)=0= A+B=(-D)=D ll
1 1
] ]
1 1
] ]
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389 0 4 0 2 1
A=|18 <2 g=|7 1 4
ra &1 |22 6] 1
Ex.4 If - L X verify that 3(A + B) = 3A + 3B. II
1
Sol. 0
1
1
1 819 9239 2 '
WehaveA+B=| 712 512 ds6) 19 7 0 "
lI
3«7 3x9 3x2] [21 27 6 I
~3(A+B)=|3x8 3x9 3x2|=.24 27 BJ

ks L:-:B 3xT 3310] 127 21 30 I:
1
390 3x3 3x9 3x0 12 0 6 ll

ooa —all 8 -2 =[3x1 3x8 3x-2| |21 3 12
Againan 3[7 5 4} 357 3xb 34 L; 6 18] [
I
407 Ba 303 [BL 8 I

— —|JIx " wd | _

A'S"BB—B{E : ﬂ =[3x2 3x2 3x6/~ |6 6 18 II
|
35 %93 Il
3AT3IB=151 1 12) 6 6 18 !
) I
9+12 27+0 0+6] 21 27 6 !
L |3:21 2413 6+12| _|24 77 ¢ !
121+6 156+6 12+18| ~ |27 21 30 II
'I
~ 3 (A + B) = 3A + 3B, i.e. the scalar multiplication of matrices distributes over the 1
addition of matrices. ; i
Ex.5 The set of natural numbers N is partitioned into arrays of rows and columns in i
9 B (& T 8) 1
M, =(1),M =3 5,M|9 10 11],ccccc., M, = () I
the form of matrices as ' i Ly I
1
and so on. Find the sum of the elements of the diagonal in Mp. . 1
1
Sol. Let M, = (aj) where i,j =1, 2, 3,......,0. '|
We first find out a;1 for the nth matrix; which is the nth term in the series ; 1.2 [
B i
|
1
|
1
L L L L Page 4 of 57 e i it
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| |
] ]
| |
| |
II Againwriting S=1+4+24+6+..+Th-1+Tx ll
1 1
E 30=14+14+44+9+.c+ (To-Ta-1)-Ta=>To=1+ (1 +4 49 +......upto (n - 1) "
1 terms) |
| 1
] ]
I =1+ (12422+32+42 4.+ (n-1)?) 1
| |
| |
| = R N=1) I
1 - 6 1
U 2 3 4] "1 3 0] it
i FA={1 2 3|, B=/-12 1!, find AB and BA and show that AB = BA. 1
[ Ex6 -1 1 2| o 0 2| i
i ) |
lI lI
’ Sol. I
1 II
| BEEREE !
|l WehaveAB=L1 - 2J o n |l
1 1
1 |
1 21-31:40 23432440 20+31:42 1
1 —|11-21+430 13422430 10+421+32 |
1 4411420 13+12420 1 0+114323 II
1
1 |
1 -1 12 11 1
1 =1 7 B] 1
1 |-2 -1 5 1
1 1
1 i
II 1 301/[2 3 4 II
£ smieeas[0 3174 :
1 |
1 II
|l 12+31-01 13+32+01 14+33+02 i
I = |-12+429-14 13422411 14423412 i
. [ 02+0.1-21 03+02+21 04+0.3+22 } I
] |
|
Il 5 9 13 1
I —|-12 4 1
: 22 4 I
| 1
II The matrix AB is of the type 3 X 3 and the matrix BA is also of the type 3 X 3. But the .'
| corresponding elements of these matrices are not equal. Hence AB# BA. 'l
1
] 1
1 |
] |
1 1
] |
1 |
1 1
1 |
] ]
1 1
] ]
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| 1
1 1
| 1
| i
I I Ex.7 Show that for all values of p, q, 1, s the ! i
1 _{P Qq _|r sj s 1
.' matrices, . i e e == E]¥ ek ll
II i II
-qQs ps=qr
8 We have PQ = 2 1 1
i Sol. L ﬂr ps —qs+pr )
1 1
g p- rq+sp l|
]
I HlEE Br= [-q p] l-q p] [ por -sq+fp] I
1 1
II | prr qs ps++pqr] II
II LAT-PS S PU for all values of p, g, 1,s. Hence PQ = QP, for all values of p, q, 1, s. II
| |
1 —4] +2k -k :| 1
IfA= _1{,then Ax = o
' Ex.8 | 13 | ' K 1=2k]" where k is any positive integer. II
1 Sol. We shall prove the result by induction on k. Il
1
1 1
1 We shall prove the result by induction on k. I|
1
1 1
1 3 4 1+2.1 4.1 1
A = A — _ — e .
Il We have [1 J [ 1 2'1] Thus the result is true when k = 1. II
1 1
l. Now suppose that the result is true for any positive integer k. II
1 II
1 . 1+2k -k
e, Ak = -
II - [ . Zk] where Kk is any positive integer. :|
1
ll Now we shall show that the result is true for k + 1 if it is true for k. We have ||
Il II
3 4 [1+2k -4k
i A"”=M“=[1 -1} [ & 1-2& !
1 1
| 1
I [3+6k -4k —13{ 4 Bk] |
] i
1 1
1+2+2k 4 -4k 1+2(k +1 1+k 1
g = [ ik —2k—1] = [ D fgn IE}] |
1 1
1 1
i Thus the result is true for k + 1 if it is true for k. But it is true for kK = 1. Hence by .'
! I induction it is true for all positive integral value of k. i
1 |
lI Ifﬁx:'._D 1] prove that (al + bA)"=a"I+ na" *bA.for"a,beR |I
I Ex.9 L0 0J- ' """ wherelis I
' I the two rowed unit matrix n is a positive integer. ' I
1 1
] ]
1 1
i ]
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[ 1
| |
1 1
|I lI
i Sol. i
'I 'I
0 1 0 1170 1
I A= = Al=A.A= | 1
o 8 o 8 /15 o] —0 > A*=A2.A=0 > A2=A3=At=.. It
I An = 1
[ 1
1 : Now by binomial theorem 1 '
| |
b (@al+bA)y=(@hr+nCi(al)"-1h A +1Cz (@)r-2 (b A)2 +..... + 7Cq (b A)" '
1 1
. =anl+1Ci1an-1b 1A +Czan - 2b2 1 A2 +..... + "Cabn An iff
| |
ll =anl+nan-1bA+0... ll
1 1
.I (+A"=0) = (@l+bAr=al+na-tbA. Il
1 _ 1
1 [1 2 af 1 18 2007 |
Il 10 1 4| _|0 1 36 Il
1 Ex101f 0 0 1 L0 0 T | then find the value of (n + a). I
|| Sol. Consider ll
1 |
1 12 al[1 2 a [1 4 2a+81[1 2 a 16 3a+24 1
1 014/|014|/_j0o1 8 |[014]_|0o1 12 1
1 [00 1][001] o 0 1 Huu 1:1 [nu 1 } II
1
1 1
1 i o1 T 1
I 1 20 na+8Yk |
" - ted .
I 3% 2]“2 01  4n "
'l 1001 00 1 I
1 i
1 ) ) 1
| .I
1 s :
8-9

I| Qa+szk=93+8(T) |I
I Hence n =9 and 2007 = Al ' l|
|

|
i = 2007 =9a + 329 =9(a + 32) I
i |
" > a+32=223 > a=191 "
1 [
l' hence a + n =200 |'
| |
1 1
| 1
[ 1
1 |
1 |
] ]
1 1
] ]
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Ex.11 Find the matrices of transformations T1T2 and T:T1, when T; is rotation .
through an angle 602 and T: is the reflection in the y-axis. Also verify that T:T> = . )
T2Tsi. 1 I
1
Sol. |

T, = [cosﬁﬂc' —sin60°] _ [1;2 -ﬁf2]=1[‘l 43]

sin60° cos60° V312 12 | 218 1

-1 0

and T2=[0 1}
1 3| [-10]
=35 TP Y]

A 6 -,

R LR R

=34 ¥=[a5 %] @

[tis clear from (1) and (2), T1T2 = T2T:
Ex.12 Find the possible square roots of the two rowed unit matrix I.

Sol.

LetA =| 2 g} I
- be square root of the matrix =

e [28][25%]=13 9]

) -.az+bc ab+bd _[1 0]
€ Jlac+ed cb+d?| 70 1

(1] Q}.Then A=1.

Since the above matrices are equal, therefore

Get More Learning Materials Here : & m
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aZ+ bec =1 ..(0)

ab + bd =0 ...(ii)
ac+ cd = 0,,(iii)
cb+d2=0..(iv)

must hold simultaneously.
Ifa + d = 0, the above four equations hold simultaneously if d = -a and aZ + bc =1

Hence one possible square root of I is

o B
A=
Ly _“] where @, B, y are any three numbers related by the condition aZ + By = 1.

Ifa + d # 0, the above four equations hold simultaneously ifb=0,c=0,a=1,d=
1 0] [-1 0

lorifb=0,c=0,a=-1,d=-1. Hence [0 11-10 ‘1] i.e. + [ are other possible
square roots of I.

IFA =[" "] and B=[_" "‘]
Ex.13 X * X1 then prove
1 A?
" xet=7 (A.e* +B). (whereet =1+ A+ —-+.....)
at
Sol.

WehaveA=[: ﬂ=xm j]] =xE ()

w-namnf) oaft §<eff 3 -awe

(i)

A’:AE.A=2}{=H ”x[} ]] =222 E

..(iii)
Similarly it can be shown that A4 =23 x4 E, A5=24x5E ...

2 3

Mow,ert=1+ A+ '5‘+a‘+..,_
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xE  2x°E 1
=I+x.E+ 5+ 5o+ by (1), (2), (3)) .l

1
1

i T i i B i
= {0 Tli 13l 1]+ ’

1
1
‘l+x+2—x-2-+22x3+ x+£+22£3 ll

21 ] 2 31 1
= . 22 220 1 . 22 228 1
=t W i i v

1
]

4 1+2)(+2)(2 2+23x3 + ]-{-1 1 1+ 2x+ x2x2+23x3+ —1 !
2 FTIRET 2 2 a2 !
=| M2 2, ) 1 Ay o D T, )1 !
2i TR 2 2| a3 72 "

1
Il

(e +1) {e2*-1}"=1ezx 1 11,171 -]
= 2[(92* 1) (€@ +1)| 2 [1 1.“2[—" 1] !
II
1/ oxA B 1

:be“=§(92 ;*‘;J ::-x.e“=§(e2‘.A+B) |I
II
D. FURTHER TYPES OF MATRICES 'l
1

(a) Nilpotent matrix : A square matrix A is said to be nilpotent (of order 2) if, Az= 0. 1
A square matrix is said to be nilpotent of order p, if p is the least positive integer I '
such that Ap=0 II
§

(b) Idempotent matrix : A square matrix A is said to be idempotent if, A2 = A. i
[1 o] i’
eg. 0 1lisan idempotent matrix. II
i
(c) Involutory matrix : A square matrix A is said to be involutory if Az = [l being the ll

1 0] ]
identity matrix. eg. A = {0 isan involutory matrix. 'l
1

(d) Orthogonal matrix : A square matrix A is said to be an orthogonal matrix if A'A = I
[=AA A
|

Al T |
() Unitary matrix : A square matrix A is said to be unitary if A(A)" = I, where A jg I
the complex conjugate of A. 1 I

1
]

1
]
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Ex.14 Find the number of idempotent diagonal matrices of order n.

Sol. Let A = diag (d, da,...., dn) be any diagonal matrix of order n.
d 0 0 07 [d, 0 O 67 |9 9 8-
0d0  0fl|0a0T0f-"%0-
0 T 0 o - 0

now A?2=A A=

But A is idempotent, so A2 = A and hence corresponding elements of A2 and A
should be equal

f B=0, =0y 0=y o, = 0,1;d2=0, 1;.....c... dn=0,1
= each of d, d2 ....., dn can be filled by 0 or 1 in two ways.
= Total number of ways of selecting di, dz,......., dn = 21

Hence total number of such matrices = 21,

i1 1 3]
5 2 6
Ex.15 Show that the matrixA="2 ' ! s nilpotent and find its index.
Sol.
s 38|, [s 2 &|_[33 8
2 — ==
We have A2 = AA 2 51 3 4 2 513 TS 3

1 1 3 o 0 o 000
i Ii—ApF— |8 2 6|-|3 8 9|=|8D 0] _
Again A7 = AA 2 5 3 e R _3} 00 0 0.

Thus 3 is the least positive integer such that A3 = 0. Hence the matrix A is nilpotent
of index 3.

Ex.16 If AB = A and BA = Bthen B'A' = A' and A'B' = B' and hence prove that A’ and
B' are idempotent.

Sol. We have AB=A= (AB)' =A'= B'A'=A". AlsoBA=B = (BA)'=B'= A'B' = B..

Now A' is idempotentif A'2 = A". We have A2 =A'A"= A" (B'A") = (A'B) A'=B'A’
=A"
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1 1
1 1
1 1
1 1
: i ~ A' is idempotent. : i
i Again B2=B'B'=B' (A'B') = (B'A") B'= A'B' = B'. . B' is idempotent. "
1 1
II E. TRANSPOSE OF MATRIX II
1 1
ll Let A = [ajj|m x n. Then the transpose of A is denoted by A'(or AT) and is defined as A’ ll
i = [bij]nx m where bij= a; foralli&j i
1 1
1 ! i.e. A' is obtained by rewriting all the rows of A as columns (or by rewriting all the ' !
II columns of A as rows). II
] ]
1 (i) For any matrix A = [aij]mxn, (A")' = A lI
1
I| (ii) Let A be a scalar & A be a matrix. Then (AA)' = AA' :|
1
|| (iii) (A+B)'=A"+ B' & (A-B)' = A' - B' for two comparable matrices A and B. |:
1
'| (iv) (A1 £ Az +... F An)' = A1 + A2' £.... Ay, where Aj are comparable. :|
1
- (v) Let A = [aij]m xp & B = [bi]p x n, then (AB)' = B'A’ |:
1
ll (vi) (A1 Az......... An)' = An'. Apt' oot A2'. Ay, provided the product is defined. II
1 1
: 1 (vii) Symmetric & Skew-Symmetric Matrix : A square matrix A is said to be 'l
1 symmetricif A' = A I
1 1
.' i.e. Let A = [ajj|n. A is symmetric iff ajj = ajj for all i & j. i !
ll A square matrix A is said to be skew-symmetric if A' = - A I i
I ; b & I
1 i.e. Let A = [ajj]n. A is skew-symmetric iff aj; = -aji for all i & j. II
1
1
I| a h 1
1 eg. A =i:h ? ?] 1
i 9 " is a symmetric matrix il
0 : i
1
i &B=|Z°" _21 %} "
| ! is a skew-symmetric matrix. 1
1 I :
1 ' Note : 1
I : I
'. 1. In skew-symmetric matrix all the diagonal elements are zero. (ajj = - a;j = ajj = 0) i
1
i i
1 1
] ]
1 1
] ]
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1 1
1 1
1 1
1 1
! i 2. For any square matrix A, A + A' is symmetric & A -A' is skew - symmetric. ' i
1 1
.' 3. Every square matrix can be uniquely expressed as a sum of two square matrices .'
| of which one is symmetric and the other is skew-symmetric. |
1 1
1 1
1 1 1 1
i A=B+C whereB=7 (A+A)&C=7 (A-A) 0
1 1
1 1
: I System of Linear Equations : I
. . SYSTEM OF LINEAR EQUATIONS "
1 1
ll System Of Linear Equation (In Two Variables) : ll
1 1
.l (i) Consistent Equations:  Definite & unique solution. [ intersecting lines | Il
1 (ii) Inconsistent Equation: No solution . [ Parallel line | 1
ll (iii) Dependent equation : Infinite solutions . [ Identical lines | |l
I| letax+by+c,=0&ax+b,y+c,=0then l|
1 1
1 i P :— - | = Given equations are inconsistent & - 78 E B = Given equations are dependent |
1 49 2 O » by g 1
1 1
'. Cramer's Rule :[ Simultaneous Equations Involving Three Unknowns ] Il
1 1
- Letalx + bly + clz =d1....(I); ||
1 I
L a2x + b2y + c2z=d2 ... (I) ; II
1 1
1 a3x + b3y +c3z=d3 ... (IIB i
' 02 |
1 Then , 1 y=-2 z=-23 i
1 'I
II BE b! Cl dl hl CE al dl_ {21 3.1 bl dl .
II Where D=[a, b, o|;D,=|dy b, &f;D,=a, d, ¢ &D,= [, b, d, |I
i a; by o d; by ¢ 2; d; ¢ a; by d; l|
]
1 Note: |
1 1
1 1
1 ]
i 1
1 1
1 1
1 1
1 1
1 1
1 |
1 1
i i
1 1
1 1
1 1
1 1
l-------_-------------- Page130f57 ----------------------I
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1 1
1 1
1 1
1 1
1 " (a) c}f D = 0 and atleast onel of ID1 . D,, D,= 0, then the given system of equations are consistent 1 I
and have unique non trivial solution.
1 " (b) IIf!:) =0 l& D, =D, =D, =0, then the given system of equations are consistent and have trivial 1 1
solution only.
.I (¢) IfD=D,=D,=D, =0, then the given system of equations are consistent and have infinite ll
solutions.
1 (d) IfD =O0butatleast one of D, D,, D, is not zero then the equations are inconsistent and have 1
i 1 no solution. ) i '
: 1 (e) Ifx,y,zarenotall zero, theconditionfora,x + b,y +cz=0; ax+by+cz=0&ax+b.y : 1
dq b4| Cq
'I + ¢,z = 0 to be consistent in x, y, zisthatjaa by €3] =0. .I
a3 by ¢
1 : 1 ;
i I Remember that if a given system of linear equations have Only Zero Solution for all i I
1 its variables then 5
ll the given equations are said to have Trivial Solution. ll
1 1
k 1 Solving System of Linear Equations Using Matrices : i I
1 1
l' Consider the system a,,x, + a,,X, +.... + 8, x, = b, Il
I azlxi + azzx;_ +c... + Elzn)(n = bz I
B e et A e R R O B |
|| a Xy +8,,%X, +... +a_ X, =b,. ||
1 b, ] II
1 r 1
1 | @y 8g3 a4, X, b |I
1 2
1 ‘ 851 8y 8s, Xz 1
1 let A=| , X = &B=|"" 1
1 ‘ """" T rtE e 1
I' ami am2 b amn Xn J bn II
I' Then the above system can be expressed in the matrix form as AX = B. ||
1 i
ll The system is said to be consistent if it has atleast one solution. II
1 1
i I (i) System of Linear Equations And Matrix Inverse : . !
1 1
1 If the above system consist of n equations in n unknowns, then we have AX = B 'I
1 ' where Ais a 1
lI square matrix. If A is non-singular, solution is given by X = A-1B. II
i If A is singular, (adj A) B = 0 and all the columns of A are not proportional, then the 1
1 system has 'I
1 ' infinitely many solutions. [
L . i . s ]
l' If Aissingularand (adj A) B = 0, then the system has no solution (we say it is 1
! inconsistent). : i
1
y } : 1
[ (i) Homogeneous System and Matrix Inverse : 1 I
1
1 1
1 1
1 1
] ]
= - __ I BN | - - B B | - Page 14 Uf 57 - = . - - - . . - - - 1
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1 1
1 1
1 1
1 1
'. [f the above system is homogeneous, n equations in n unknowns, then in the matrix ll
'I form itis ll
[ AX =0.( * inthis case b; = bz =.... by = 0), where A is a square matrix. 1
II If A is non-singular, the system has only the trivial solution (zero solution) X = 0 II
| If A is singular, then the system has infinitely many solutions (including the trivial |
II solution) and hence it has non-trivial solutions. II
1 1
: ! (iii) Elementary Row Transformation of Matrix : i '
i The following operations on a matrix are called as elementary row transformations. i
1 1
I . (a) Interchanging two rows. I !
II (b) Multiplications of all the elements of row by a nonzero scalar. II
1 (c) Addition of constant multiple of a row to another row. [
1 1
.' Note : Similar to above we have elementary column transformations also. |l
I 1
'l Remark : Two matrices A & B are said to be equivalent if one is obtained from other II
1 using elementary 1
I| transformations. We write A ~ B. ||
1 I
|' (iv) Echelon Form of A Matrix : A matrix is said to be in Echelon form if it satisfies II
[ the following 1
" (a) The first non-zero element in each row is 1 & all the other elements in the II
1 corresponding 1
II column (i.e. the column where 1 appears) are zeroes. 'I
1 (b) The number of zeros before the first non zero element in any non zero row is 1
.l less than II
1 the number of such zeroes in succeeding non zero rows. 1
1 1
|' (v) System of Linear Equations : Let the system be AX = Bwhere Aisanm X n i i
| matrix, X is .'
II the n-column vector & B is the m-column vector. Let [AB] denote the augmented 1
1 matrix (i.e. II
1 ! matrix obtained by accepting elements of B as n + 1*h column & first n columns are 1
I that of A). '
1 i ]
1
1 Ex.25 Solve the equations I
i ] 1
1
B MX+2y-2z-1=0, 1
1 dx + 2y -z -2 =0, II
" 6x + 6y + 7z - 3 = 0, considering specially the case when i = 2. 1
1 |
1 1
i Sol. I
1 1
] ]
1 1
] ]
I e e e e e = = = Page15of57 = = = = = = = m = = =l
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1 1
1 1
1 1
1 1
| L2 -2 [x 1 1
1 The matrix form of the given systemis [4 2. 1| |y|=|2 weseill) i
1 6 6 A T 3 1
1 I The given system of equations will have a unique solution if and only if the coefficient matrix is non- i I
| A 2 -2 |
1 singular, i.e., iff é 26 -1 =0 i.e.,iffi*+ 110 -30=0i.e., iff (A -2) (A2+ 20 + 15)= 0. 1
] I8 ]
I Now the only real root of the equation (. -2) (i2 + 2/. + 15)=2 =0isa =2 1
. I Therefore if . = 2, the given system of equations will have a unique solution given by . I
] X . b4 2 Z B 1 ]
1 1 2 =2 122 | 2 1 . 2 =2 1
| 220 -1 42 -1 42020 4 2, - |
1 36 | [63 2 |6 6 3 |6 6 2 1
i i 2 2 =2 [x] |"l- i i
5 = A 4 4 —1||y|=|2
" In case i = 2, the equation (i) becomes 6 6 ilz] " 13 - I
I. [2 2 2] [x] i I|
: _ R 00 3 = |o
|l Performing R, =R, - 2R, R, >R, -3 R, we get 00 8| L%_I 10 II
1 The above system of equations is equivalentto 82 =0,32=0,2x + 2y -2z = 1. |I
1 ;
1
" X =g ¢, ¥ = ¢, z = 0 constitute the general solution of the given system of equations in case . = 2. II
1 1
1 1
1 Ex.26 Solve 1
I' Xq+ 2%y +3x3 =4 II
1 4X1+5K2+5X3=7 1
1 7X1.—8K2:—9X3 =10 1
1 1
1 Sol 1
1 0l |
1 1
I' X, +2X, +3x, =4 X, + 2%, +3X, =4 II
1 dx, bk, rhi =7 — = ~3x, —6x, =9 1
l' 7, +B8x, +9x, =10 — 6x, —12x, =18 |l
1 X, +2%,+3x;, = 4 X, + 2%, + 3%, =4 II
1
e - —3x, —6x,=-9 i Xo—2%X5=3
l 2E_ «E3 2 3 2 2 a l
I 0-0 — 0-0 1
| Now we have only two equations in three unknowns. In the second equation, we can let x, = k, where 1
| k is any complex number. Then x, = 3 - 2k, Substituting s, = k and x, = 3 - 2k into the first equation, i
1 wehavex, =4-2x,-3x,=4-2(3-2k)-3(k)=-2+k 1
' X, =—2+k I
1 1
. i Thus the general solution is (-2 + k, 3 - 2k, k) or By i e 1 '
X, =
1 e : . . : !
1 And we see that the system has an infinite number of solutions. Specific solutions 1
I' can be generated by .'
B choosing specific values for k. : |
1
] |
1 1
I 1
1 1
1 1
1 1
I 1
1 1
] ]
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1
i
Ex.27 Number of triplets of a, b & c for which the system of equations ax - by = 2a - ! I
band (c + 1)x+ cy = 10 - a + 3 b has infinitely many solutionsandx =1,y =3 is 1
one of the solutions is .l
1
1
Sol. |I
putx =1 &y = 3in 1t equation = a = —2b & from 279 equation lI
9+5b b 2a — 0
c= ;NowuseL=——=a—b;fr0mﬁrsttwob=00rc=1; 1
4 c+1 c 10-a+3b 1
ifb=0=a=0&c=9/4;ifc=1;b=—1;a=2 o
1
X+ 2%, +3X, =4 l|
4%, + 5%, + 6%, =7 II
1
Sol. 1
Xy +2%, +3x, =4 : : Il
4%, +5x%, + 6%, =7 '«1%% ‘?;' 4E1+E2 823 36 4gl' |
2T 3 — ! = + - o Ji f
7x]1-1-8x-,+9>(3=72 TAT 8§ ] T e 0 6 12 |-16) II
¢ u £ X, +2%X, +3%, = 4 |I
e '0 3% |8 Ox,-3x,-6x,=-9 I
ona 2) 0x, +0x, +0x, = 2 1
The last equation, 0 = 2, can never hold rf—.;:?ardless of the values assigned to x,, x, and x,. Because the 1
last (equivalent) system has no solution, the original system of equations has no solution. 1
2%, —X, +4%, = 29 Il
Ex.29 Solve Xi+Xz—3X; =-20 ' I
1
by reducing the augmented matrix of the system to reduced row echelon form. 'l
1
1
Sol. "
|
35713 A3 HEEI |
= } R1<R3 T =2R1=R2 = i —A2
1 4 a2l — 261 A8)l— 216 1 -1 |-9] lI
{ 1 I
(11 -3 |-=20) (11 3 |-20] (11 -3 |-20) i
0 1 -1 2| w01 BB 3 o1 -B[n) Seem h
- —_ ) 7 | £ 5 +R
01 -1]-9} oo 7 | 00 7 [6) i
10 0]|1) 1
0103 ‘ i
0016/ . . !
' " Itis easy to see that x1 = 1, X2 = -3, x3 = 6. The process of solving a ll
system by reducin i
1
]
1
]
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1 1
1 1
1 1
| |
Il the augmented matrix to reduced row echelon form is called Gauss-Jordan ll
1 . elimination. 1 I
1 1
1 X, +2%X,+3x;,=a 8
'. 4%, + 5%, +6x, =b '.
1 4 = 1
I Ex.30 Determine conditions on a, b and ¢ so that /%1 ¥ 8%z +9%: =C il have no I
' : solutions or have an infinite number of solution. ' '
' 1 X 1
i Sol. !
] 1 2 3 a | ]
1 g _[]3 _06 cEit?aa - If ¢ - 2b + a = 0, then no solution exists. If ¢ — 2b + a = 0, we have two 1
| '- N |
1 equations in three unknowns and we can set x, arbitrarily and then solve for x, and x,. |l
1
1 1
1 J. INVERSE OF A MATRIX II
.I (i) Singular & Non Singular Matrix : A square matrix A is said to be singular or non- I
ll singular according as |A| is zero or non-zero respectively. Il
1 1
1 Ex.31 Show that every skew-symmetric matrix of odd order is singular. I |
1
! Sol. 0’
1 II
i Since |A] = JA'] = (-1)°" [A]=  [A] (1 - (-1)") = 0. I
l. As n is odd =3 |A] = 0. Hence A is singular. |I
1 1
1 (ii) Cofactor Matrix & Adjoint Matrix : Let A = [ajj], be a square matrix. The matrix 1
. I obtained by I I
1 replacing each element of A by corresponding cofactor is called as cofactor matrix of 1 I
. A
1 ’ 1
1 denoted as cofactor A. The transpose of cofactor matrix of A is called as adjoint of A, |
n denoted ; !
I as adj A. i.e. If A = [a,] then cofactor A = [cij]n when Gy IS the cofactor of a;v 1 &]. 1
! Adj A = [d,], where d, = c; v i &j. i
§ |
I I (iii) Properties of Cofactor Aand adj A: L I
1 1
1 (a) A.adjA=|A| L= (adj A) Awhere A = [a,],.. 1
1 (b) |adj A| = |A|"™ ", where n is order of A. In particular, for 3 x 3 matrix, |adj A] = |A|* .I
I (c) IfAisasymmetric matrix, then adj A are also symmetric matrices. 1
1 I (d) If Ais singular, then adj A is also singular. 1
1 1
I ! (iv) Inverse of A Matrix (Reciprocal Matrix) : Let A be a non-singular matrix. Then ' 1
0 the matrix |
1 1
1 1
1 1
| |
1 1
i |
l-------_-------------- Page180f57 ----------------------I
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| 1
] ]
| 1
| i
| 1 1
.' m adj A is the multiplicative inverse of A(we call it inverse of A) and is denoted by A™, "
i When have A (adj A) = |A| I = (adj A) A "
|I ‘,.iade.i Hiadjp\] ) : a1 |I
i =5 A._IA[ | =L= A | A, for Ais non-singular = A =1A] adj A. "
'. Remarks : Il
| |
1 1. The necessary and sufficient condition for existence of inverse of A is that A is non-singular. 1
1 2. A" is always non-singular. 1
i 3. If A = diag (a,,, a,,,.....,8,,) Where g;=0 vi, then A = diag (an_l, 322_1, ..... i alm_l). i
1 I 4. (Aflj‘_ = (A)~" for any non-singular matrix A. Also adj (A’) = (adj A)'. 1 I
1 5. (A1)t = A'if A is non-singular. 1
] = A4 = |
1 6. Let k be non-zero scalar & A be a non-singular matrix. Then (kA)™" = i A 1
1 1
! o | L II
.I 7 |A |=|Alfor[Al¢0 I
1 8. Let Abe a non-singular matrix. Then AB=AC=>B=C&BA=CA=B=C. 1
| 9. Ais non—singular and symmetric= A is symmetric. 1
1 10. Ingeneral AB = 0 does not imply A = 0 or B = 0. But if A is non-singular and AB = 0, then 1
1 B = 0. Similarly B is non-singular and AB = 0 = A = 0. Therefore, AB = 0 = either both are |
II singular or one of them is 0. l|
1 |
1 Characteristic Polynomial & Characteristic Equation : Let A be a square matrix. Then 1
1 polynomial |A - xI| is called as characteristic polynomial of A & the equation |A - xI| II
'. = 0 is called as I
1 characteristic equation A. II
1
1 ; o 5 3 : 1
1 Remark : Every square matrix A satisfies its characteristic equation (Cayley - |
" Hamilton Theorem). II
1 i.e. |
1 II
'| a, X + 3, nn—_l1  cemp + a,_, x + a, = 0is the characteristic equation of A, then i
I g A" Fa, A Fsie +a, ,A+a I=0 I
1 1
| ) |
] 1 2 3| i
1 05 B 1
I . - . 2 4 3| '
1 Ex.32 Find the adjoint of the matrix A = - |
] ]
1
i Sol. !
1 |
] 1
1 |
] 1
1 1
1 1
1 1
i |
1 1
| 1
1 1
] ]
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1 1
1 1
1 1
1 1
" 123 il
1 We have | A | = g g g . The cofactors of the elements of the first row of | A | are 1
1 1
1 1
II |g gl, —|g g ,|g g| i.e., are 15, 0, - 10 respectively. II
’ 2 3/ |13 |12 '
II The cofactors of the elements of the second row of |A| are —| 4 3|2 3| ; —| 2 4| II
ll i.e. are 6, -3, 0 respectively. ll
1 ! 1
i The cofactors of the elements of the third row of |A| are |§ 8 . —‘{1, gHs §| 1
1 1
i i.e., are — 15, 0, 5 respectively. i
" -y Y "
. Therefore the adj. A = the transpose of the matrix B where B = 15 0 5| c~adjA = 100 5| |
1 II
1
1 Ex.33 If A and B are square matrices of the same order, then adj (AB) = adj B. adj A. II
1
1 1
1 Sol. 1
1 1
1 . We have AB adj (AB) = |AB| I, = (adj AB) AB. -.-(1) Il
I Also AB (adj B. adj A) = A(BadjB) adj A I
1 =A|B|I adjA=|B| (AadjA)=|B||A|L=|BA|I =|AB|], (2) 1
1 Similarly, we have (adj B adj A) AB = adj B [(adj A [(adj A) A] B 1
l' = adjB. |A| 1 B = |A|. (adj B) B = |A|. |B|] L, = | AB| L. .(3) II
1 From (1), (2) and (3), the required result follows, provided AB is non-singular. 1
1 Note : The result adj (AB) = adj B adj A holds goods even if A or Bis singular. However the proof given |
g 1 above is applicable only if A and B are non-singular. I 1
1 1
1 Ex.34 If A be an n-square matrix and B be its adjoint, then show that Det (AB + KI,) 1 i
.' = [Det (A) + K]n, where K is a scalar quantity. 1
1 i
" Sol. '
1 1
I We have, AB=A (adjA) = Det (A). I, = AB+KI =Det(A)L +KI_ A
' = Det (AB + K1) = Det (Det (A) I + K1) = (Det (A) + K)" (-- Det («1) = o") "
I =  Det(AB+KI)=[Det(A)+ K]". J
]
1 1
.' Ex351f (‘v Mo M7= 123 o the direction cosines of three mutually .'
i perpendicular lines referred to an orthogonal Cartesian co-ordinate system, then . i
Il 4y oMy oy 0
1 £ mz Ny 1
ll prove that ‘2 ™3 13 ljg an orthogonal matrix. I'
] 1
1 Sol. |
| |
1 1
| |
1 1
| 1
1 1
] ]
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] | _] ) _J _ _] _] | _J _ _] _] ) _] _J _ _] _] - - _ _] L} | ] i ]
I - - - - - - - - - == - - - - - - - - - - - - - -] - - - -I
| |
] ]
| |
| B ’ |
Il £4 my ny f4 £y (3] £y my ngl|fy £3 I3 ll
1 letA=|f3 My Ny |.Then A'={M M2 M3 WehaveAA =|£2 My Np| My My M3 1
1 f3 m3 Ny M Ny ng | |f3 m3 n3|[ny ny ng | I
1 |
I - ]
II £%+m12+n% {4l =mymao +nqnz  £4f3 +mMyMm3z +NyNa . G II
II = [toty+momy+nongy  £3+m3 +nd 63 +MpMy +NoNg = {g {; ﬁ}lzlj_ II
ll {3f1+m3m1+n3n1 f3f2 +M3My + N3Ny £%+m§+n% -i - II
1 1
1 1
1 2 m? <n? =1etc - 1
F kil L s Hence the matrix A is orthogonal. 1
I and f£4f9 +mMymy +Nany =0 etc. I
i |
1 r 1
' 021 '
A 2 ) !
.' Ex.36 Obtain the characteristic equation of the matrix A =- and verify that it II
[ is satisfied y A and hence find its inverse. I|
1
1 1
1 1
1 Sol. 1
1 II
|' % a6 2 1
s =|0 2-% 1
'I We have |A - 2I) s 2N s I|
1 ) ] ) ) , ) : 1
| =(1-2)(2-2)(3-2)+2[0-2(2-3)] =(2-2)[(1-2)(3-2)-4] |
1 =(2-2)[2-4r-1] = (AP -612+ 7+ 2). lI
" the characteristic equation of A is B-e2+7A+2=0 L. (i) I
1 By the Cayley—Hamilton theorem A-6A+7A+2I=0. ... {D)] 1
1 1
1 102][102] [5D 8 Il
1 = : ' 2 (0 2 TIx|0 2 1|=12 4 5
I Verification of (ii). We have A 203 203 |8 odal* I
1 T ) 1
1 _ oo y |
1 [Mo2] [50 8] [21 0 34 |
1 Alsor?=A_A2=0 2 1|x|2 4 5 |=(12 B 23| 1
] 2 0 3] |8 0 13| |34 0 65 |
1 s LMD - |
] _ - ~ _ g _ i
| 21 0 34| 50 8| 1 0 2] 1 02 000 ll
0 2 _ 6A2 _|12 8 23|-6(2 4 5 02 1 02 1|_|ooo|_
I i -G BAE= 1 n 56] s 9)T 2 al T 20 5 6 o T ™ i
] N N B 2 ]
1 Hence Cayley-Hamilton theorem is verified. Now we shall compute A2, 1
II Multiplying (ii) by A%, we get A2 —-6A + 71+ 2A1 = 0. .I
] 1
1 iy ~ . 8w 2 1
] 1 1 /5 0 8 1 D 2 7 1 00 141 [ lI
1 iz i EAR T o G 1 J- O UC 5 Ky G 1 1 A o
' A 5 (A?-6A + 71) ALERE +3Lu3 2100 1|7|, 2 E1|' |'
1 d
1 1
1 |
I 1
1 1
] ]
l---------------------- Pagez-l 0f57 ----------------------I
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1 1
i |
1 1
1 1
" 0 1 2] il
I 12 3|, 1
. B Ex.37 Find the inverse of the matrixA= ° 1 . ; 1
d |
1 Sol. |
1 ]
' 012 [010 i "
1 We have [l | = % % 3{ = :1. % j , applying C, = C, = 2C, = -1 |3 _1|, expanding the 1
] ]
1 I determinant along the first row = -2. Since |A| = 0, therefore A* exists. 1 I
1 " 2 3 1 & 1
1 Now the cofactors of the elements of the first row of |A| are |7 1|, -[3 1|, 13 1 1
1 1
1 i.e., are —1, 8, -5 respectively. 1
1 5 1
Il The cofactors of the elements of the second row of |A] are —|y %', -|8 %|, -8 1‘ II
.' i.e. are 1, -6, 3 respectively. |I
I 1
1 The cofactors of the elements of the third row of |A] are |% % i -% % ,|q ;}I 1
1 1
1 . i.e. are -1, 2, -1 respectively. 1 I
|| [1 & -5] 4 1 ] 1 '
1 Therefore the Adj. A = the transpose of the matrix B where B =r_11 _26 et Adj. A =| g ‘36 _21 |- 1
1 ) ’ - : 1
1 1
1 e & o II
1 - g 72 2
- 1 1[5 5 2] |4 s - |
BN ; - S e hy = -
I' Now A =1A] Adj. Aand here |A| = -2. = 215 3 4 I
k T8 31 I
I | 2 2 2 |
1 II
1 ; Ex.38 If a non-singular matrix A is symmetric, show that A-1 is also symmetric. I
1 , 1
n Sol. '
1 1
i Since A is symmetric, A’ = A = AAL=AAL =1 |'
i = (A-)AAL = (A)T=(AY)T = (AA-1) At = (AI) = (A1) 1
.I = I'A*=(AY)y=A!'=(A?). Hence A!isalso symmetric. ll
1 1
i Matrices: Overview l
i 1
1 . Definition .I
1 1
lI « Asetof numbers or objects or symbols represented in the form of a II
i rectangular array is called a matrix. 1
1 1
f i
1 1
f 1
1 1
] 1
= - __ I BN | - - B B | - Page 22 Uf 57 - = . - - - . . - - - 1
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» The order of the matrix is defined by the number of rows and number of i
columns present in the rectangular array of representation. 1
« Unlike determinants, it has no value. .l
» A matrix of order m X n, i.e. m rows and n columns, is represented below: II
11 12 ... Qip a1y drn ... din II
A= o1 22 ... 24 _ 21 a9 ... 24 lI
: : . . . . . . 1
1
| @]l Qw2 .. Omp | Ul @m2 . Omp I

Abbreviated as: A = [ajjjmxn, where 1 <i<m; 1 <j<n,idenotes the row and j

|
denotes the column. lI
1
« The number aij, aiz, .... etc,, are known as the elements of matrix A, where 1
aijbelongs to the ith row and jth column and is called the (i, j)th element of the II
matrix A = [ajj]. |I
Type of Matrices : 1
1. Row Matrix: Matrix having one row i.e. matrix of order 1 X n. They are also ||
known as row vectors. II
Example: A = [a11,a12, ... ann] 1
2. Column Matrix: Matrix having one column i.e. matrix of order m X 1. They are II
also known as column vectors. 1
g = |
an II
(5]
j—l — 21 II
|
a |'
Example: Ll "
3. Zero or Null Matrix: An m X n matrix all whose entries are zero. It is denoted .I
as Omxn. 1
0 00 I
000 !
A=O;1X3= 0 0 0 DI'B=OQX3: 1
00 0 0 0 0 'l
Example: 1
4. Horizontal Matrix: A matrix of order m X n is a horizontal matrix if n > m. .'
S |
A 1 8 2 i
g 4 7 [
Example: lI
1
|
1
|
|
|

@’g www.studentbro.in



Tl e L e e e e e B L B |
1 1
1 1
1 1
1 1
’ i 5. Verical Matrix: A matrix of order m X n is a vertical matrix if m > n. ; i
1 K 1
o 5 2 I
A 1 9 4 ' ]
. Example: .
| 6. Square Matrix: If number of rows is equal to number of column, then the |
" matrix is a square matrix. g
1 I Example: 1 I
1 1
I : 8
J 163 ;
o A= (3 2 4 o
1 5 1
; 9 5 7 )
1 I 1
.I Note: I
1 1
1 i In a square matrix, 1 !
1 I
II aj; a ! I
)
" A= [(ll ald] II
9] Qo
I 21 22 I
1 1
'. (a) The pair of elements aj; & aji are called Conjugate Elements. II
| 1
; I Example: a1z and az: I |
1 I
1 (b) The elements ai1, azz, @33, v ann are called Diagonal Elements. The line along |I
ll which the diagonal elements lie is called the "Principal or Leading" diagonal. 1
1 |
'I (c) Sum of all the diagonal elements, i.e. £ aii is known as trace of the matrix. It is '.
1 denoted as t:(A). II
1
1 1
i 1. Diagonal Matrix: A square matrix in which all the elements are zero except |
.I the diagonal element. It is denoted as dia(d1, dz, ....., dn). ll
1
" 3.0 0 o
1 L ¢
I A= dia(3,-2,9)= |0 -2 0 I
1
] 0 0 9 ]
[ Example: 1 |
]
1
! W Note: i
1 1
i i
1 1
] ]
1 1
] 1
l---------------------- F’ageE40f5? ----------------------I
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| |
1 1
1 1
1 I
! i Min. number of zeros in a diagonal matrix of order n = n(n - 1) ' i
1 1
.' 2. Scalar Matrix: A square matrix in which every non-diagonal element is zero .'
| and all diagonal elements are equal, is called a scalar matrix. |
'I i.e. in scalar matrix, aj; = 0, fori # jand a;j =k, fori =j 'I
I 5 00 I
1 1
|I A=10 5 0 |I
| =
l| Example: 005 I|
'I 3. Unit/Identity Matrix: A square matrix, in which every non-diagonal element is ll
1 zero and every diagonal element is 1, is called, unit matrix or an identity 1
|I matrix. |I
1 i.e. in scalar matrix, ajj=0,fori #jandajj=1,fori=j 1
1 1
! 100 '
" A=1010 I
g! 00 1 L
1 Example: |I
1
'| Equality of Matrices : I
|
i A = [ai] & B = [bj] will be equal, only if .:
|
l. « Both have the same order II
I e ajj = bij for each pair of i &]j 'I
1
'. Operations on Matrices I|
1 |
1 I
' app apy a3 by bia b3 "
! A= a1 ax ax|,B = |ba bxn by h
1
II For the Matrices, azy asz asj b31 b3z bs3 lI
1 |
.I « Addition of Matrices: A + B = [ ajj + bjj], where A & B are of the same order. l'
e ajp + by app+ 012 agz + b3 A
- A+B = |ag1 + ba a4+ boy a3 + bog i
! oo asi +bs1 @z + b3z ass+ bos il
- 1
|' Properties: 1
'l (a) Addition of matrices is commutativei.e. A+ B = B+ A. II
.| (b) Matrix addition is associative i.e. (A+B)+C= A+ (B+ () l|
i i
| |
I 1
1 1
] ]
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1 1
1 1
1 1
1 1
II (¢) Additive inverse. IfA+ B =0 =B + A, then A and B are additive inverse ll
1 of each other. 1
1 ' « Multiplication of a Matrix by a Scalar: If a matrix is multiplied by a scalar i ¥
1 quantity, then each element is multiplied by that quantity for the resulting i
II matrix. II
1 1
lI kﬂ-“ fi’ﬁ-lg k‘(l-lg lI
'I kA = |kasy kare kass l|
1 !’1‘(13 1 kﬁ-gf_} }Ca-;}g 1
1 ! i.e. , where k is a scalar quantity. 1 )
I « Multiplication of Matrices: Two matrices A, B can be multiplied to give I
II resulting matrix AB, only if, no. of a column of A(prefactor) is equal to the no. II
1 of rows of B (post factor) [
II i.e. Ais a matrix of order n x m and B is a matrix of order p x q, then AB exists II
1 only if m = p. 1
'l If m=p, order of AB=nxgq II
I (AB),= X a,.b, h
r=1
1 I
1 . i.e. i |
1 (a11biy + ajabor + ai3bs1) (a11bia + a19ben + a13b32) (a11d13 + ajabeg + @13bz3)| |
i AB = |(agibyy + anbyy +agsbyr) (anibos + azobys + azsbsz) (azibis + azabys + agsbyz)| gf
l. (aaibiy + azaboy + azabar) (azibia + azobes + aszbsa) (azibiz + azsboy + assbsz) Il
1 Properties: 1
II (a) Matrix multiplication may or maynot be commutative i.e. AB may or may I "
[ not be equal to BA. |
.' (b) Matrix multiplication is Associative i.e. (A.B).C = A.(B.C) II
1 (c) Matrix multiplication is Distributive over Matrix Addition i.e. A(B+C) = I|
1 AB + AC
§
|' (d) Cancellation Laws not necessary hold in case of matrix multiplication i.e. if 1
i AB=AC=B=CevenifA#0. i
N (e) AB = 0 i.e,, Null Matrix, does not necessarily imply that either Aor Bis a |
1 ; null matrix. ! i
1 (f) Positive Integral Powers of a Square Matrix i.e. For a square matrix A, A2A 1
.l :(AAJA :A(AA):A3 ll
1 1
1 Note: !
i ] 1
1
§ « If A and B are two non-zero matrices such that AB = O then A II
ll and B are called the divisors of zero. I
1
1 . "
1 1
i i
1 1
] ]
1 ll
]
e e e e e e e = == PagelBoff7 g e e =
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« _If A and B are two matrices such that:
(i) AB = BA = A and B commute each other
(ii) AB = - BA = A and B anti commute each other

« For a unit matrix I of any order,Im = | for all m € N.

[llustration 1. Find the value of x and y, if

b+ Y-F

20

]
lI

o [t A, o 9 5 6 1
“lo 2| " (1 2| 1 8 |l
2 6], v o] _ [5 6] 0’
T [0 2z 1 2| |1 8 h
2+y 6+0] [5 6 !
0+1 22+2 11 8 II
On equating the corresponding elements of L.H.S. and R.H.S. I I
1

A2+y=5=y=3 1
2X+2=8=2x=6=x=3 i
|
Thus,x=3andy = 3. II

1
I

1
{2 1 31 1 -2 !
A= 3 -2 1liaendB= (2 1 i

. [_—1 0 IJ 4 -2 ] !
[llustration 2. If , find AB and BA if i I
possible. 1

1
Ans. Aisa 3 x 3 matrix and B is a 3 X 2 matrix, therefore, A and B are conformable .'
for the product AB and it is of the order 3 X 2. .l
1

1
1

1
1

1
|

1
i

1
]

1
]
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1 1
1 1
1 1
II II
! 2x1+1x243x4] 2% (—2)+1x1+4+3x3| I
. AB=|[Bx1+(-2)x24+1x4] Bx(-2)+(-2)x1+1x3] -
i (1) x1+0x2+1x4] [(-1)x(-2)+0x1+1x3| 1,
1 ]
1 1
1 1
1 16 —12 I
] ]
ll = AB=|3 -10 |l
' 3 0 I
] |
'I BA is not possible since the number of columns of B # number of rows of A. 'I
1 1
Il Matrix Polynomial II
1 1
1 o Iff(x)=aox"+ a1x"-1+ azx"-2 + ........ + anx?, then we define a matrix 1
" polynomial f(A) = apA" + a1A™ 1 + aA™2 + ..... + anl" where A is the given |I
1 square matrix. |
' . « Iff(A)is the null matrix then A is called the zero or root of the polynomial f ! I
1 (X). 1
|| II
1 Special Matrices i I
1
|. (a) Idempotent Matrix: A square matrix is idempotent provided Az=A |I
1 1
! (b) Nilpotent Matrix: A square matrix is said to be nilpotent matrix of order m, m € !
1 I
II N,ifAm =0, Am-1 £ 0 II
1 1
1 (c) Periodic Matrix: A square matrix is periodic when it satisfies the relation AK+! = |
" A, for some positive integer K. The period of the matrix is the least value of K for I I
[ which this holds true. 'I
1
1
. N (d) Involutary Matrix: If A2 = [, the matrix is said to be an involutary matrix. ] |
1
i
.' Note: 1
0 II
ll » Foranidempotent matrix, A"=AVvVn>2,n€N. I
1 « Period of an idempotent matrix is 1. 1 :
II « For aninvoluntary Matrix, A = A-1 1
1 1
' Transpose of a Matrix . I
1 1
y I « The transpose of a matrix is obtained by changing its rows & columns. ' '
1 1
1 1
] ]
1 1
] ]
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1 1
1 1
1 1
1 1
! I « Itisdenoted as ATor A'. ' I
1 « Ifamatrixbe A= [aj]ofordermxn,then ATor A'= [aji] for1 <i<n&1 1
.l <j<mofordern X m .l
1 i.e. |
1 i 1
i @jp arz a3 @] Gz a4zp f
! A= lan ap ay| = A = |ap an ap L
|' | @31 432 @33 @13 @23 a33 |'
Il « Example: ll
o 123 14 2 i
0 A=|456] =2A=|25 3 It
! 2 3 2 36 2 i
1 ) T GG 1
ll « Reversal law for transpose: (A1, Az, ...... An)T o 5 » Az, A II
1 1
; 1 Properties of Transpose: I I
I [f AT & BTdenote the transpose of A and B. I
1 1
I| (@) (A+B)T= AT £+ BT; note that A & B have the same order. ||
l' (b) (AB)T = BT AT A &B are conformable for matrix product AB. I i
I (0 (ANT=A [
I. (d) (kA)T=k ATkis a scalar. II
| 1
1 Symmetric & Skew-Symmetric Matrix ! |
1
|I « Asquare matrix A = [ ajj] is said to be, symmetricif,a;=a; Vi&]j 1 ;
'l (conjugate elements are equal) II
1 » Asquare matrix A = [ ajj] is said to be, Skew-symmetric if, aj = -a; Vi & |
'I j (the pair of conjugate elements are additive inverse of each other) 'I
1 1
I Note: '
1 1
] i
1 (i) For symmetric matrix, A = AT ll
II 1
! n(n+1) 'l
' 1 (ii) Max. number of distinct entries in a symmetric matrix of ordernis 2 |
1 1
1 i (iii) The digaonal elements of a skew symmetric matrix are all zero, but not the 1 :
ll converse i.e. if digaonal elements are 0 doesn't mean matrix is skew symmetric. l'
1 |
1 Properties Of Symmetric & Skew Matrix 1 I
II 1
] ]
1 1
] ]
l-------_-------------- Pagezgof57 ----------------------I
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1 1
1 1
1 1
1 1
' i (a) Ais symmetric, if AT = A and A is skew-symmetric, if AT = — A. ! i
1 1
.' (b) A + AT is a symmetric matrix and A — AT is a skew symmetric matrix. .'
¥ Consider (A+ AT)T= AT + (AT)T= AT+ A = A+ AT.Thus, A + AT is symmetric. |
'I Similarly, we can prove that A — ATis skew-symmetric. 'I
1 1
II (c) The sum of two symmetric matrices is a symmetric matrix and the sum of two II
1 skew-symmetric matrices is a skew-symmetric matrix. 0
1 1
|l (d) If A& B are symmetric matrices then, |l
Il (AB + BA) is a symmetric matrix and (AB — BA) is a skew-symmetric matrix. Il
] ]
1 (e) Every square matrix can be uniquely expressed as a sum of a symmetric and a 1
1 ) skew-symmetric matrix. | |
1 1
' A= A+A) + 3 (A-AD) !
i P Q i
1 . Symmetric  Skew Symmetric 1
1 ie. 1
1 I
" Adjoint of A Square Matrix I '
1 II
1 3 b
1 a4, a5 i 1
i A= [ay] = |8, 8, a, II
; 1 Let An 33 83) pea square matrix and let the matrix formed by the 'l
1 Cu Ciz C13 i
.l cofactors of [aij ] in determinant A is = Gi Ba G5 Then (adj A) ||
' I Ch Gy C31\‘ I I
1 Co Gy Cy fr 1
1 = \Cls Czs C‘ss ) .I
1
1 1
! I Note: Co-factors of the elements of any matrix are obtained by eliminating all the ' i
[ elements of the same row and column and calculating the determinant of the ll
1 1 remaining elements. 1
]
1
II Theorem : A (adj. A) = (adj. A).A = |A| I, if A be a square matrix of order n. 'I
1 1
! Properties: A
] 1
I @ ladjA|=]A]|-1 "
1 1
i i
1 1
] ]
1 1
] ]
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[ [
1 1
1 1
|I lI
I (ii) adj (AB) = (adj B) (adj A) I
1 1
i (iii) adj(KA) = Kn-1 (adj A), K is a scalar "
1 1
s i 2 3 i
'I A= 11 3 4 'I
1 : 1 4 3 ; I
i [llustration 3. If , find adj A. i
1 1
1 : Ans. Each element of cofactor matrix 1 '
Il y |3 4 ) _ Il
. a5 =108 3:3.- 3— 4x 4= T |
1 [
II 1 4 1 3 2 3 1 3 |I
= — Jl: 8 = i: s 9 = = l— 6 — |:
.I .—l]_ 1 3 1..—1]3, i 1‘-451 4 3 6, -‘!.___ ‘1 3 0 Il
lI II
1 2 2 3 1 3
1 e | _ _9 gr= | _ e i i - 1
i Aag 1 4 2, Ag 5 4 1; Az ‘1 4 1, Ass I
|I II
1 1 3 1
1 1
l. Cofactor matrix = II
1 1
! = 1 1 i
! ~1 =1 1 !
|' adj A = transpose of codaftor matrix = |I
1 §
1 - 1
I -7 6 -1 I
1 1
o 1 0 -1 It
[ 1 =2 1 I
1 1
0 ll
l| Elementary Transformation 1
1 1
1 ! Any one of the following operations on a matrix is called an elementary 1 '
§ transformation. i 1
lI )
1 1
1 1
1 1
1 1
1 [
| |
1 1
i |
l-------_-------------- Pagea-l 0f57 ----------------------I
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1 1
1 1
1 1
1 1
Il + Interchanging any two rows (or columns), denoted by Ri<R; or Ci<=C; ll
" i & -8 "
[ A= [
1 4 -5 6 I
1 1
i We apply R; <+ R5 and obtain: f
1 1
1 s ' 1
' o [4 5 6 w '
' 1 2 —8] '
1 + Multiplication of the element of any row (or column) by a non-zero quantity 1
' and denoted by Ri = kRi or Ci = kCj N
1 i 2 —3 1
I A= [ ] I
1 4 -5 6 I
lI Il
1 We apply R; ++ 3R, and obtain: I|
]
1 1
1 A 3 6 -9 1
1 - A g 6 |
1 ==l ll
]
1 + Addition of constant multiple of the elements of any row to the corresponding 1
l' element of any other row, denoted by Ri — Ri + kRj or Ci — Ci + kCj ||
1 1
i i) [1 2 _3} I|
o 4 -5 6 |
1
L We apply Ry <+ Ry + 4R, and obtain: "
1 1
1 - i
1 —
: 8§ 3 —6 ,
| lI
1
| Inverse Of A Matrix (Reciprocal Matrix) ; W
1
i
1 ; « A square matrix A said to be invertible (non singular) if there exists a matrix 1
.' B such that, AB =1 = BA. B is called the inverse (reciprocal) of A and is l'
1 denoted by A-1. 1
" « ThusA-'= B & AB=1=BA. L
1 « Wehave, A.(adjA) = |A] In 1
! A-1A (adjA) = A-11, |A] A
1 In(adjA) = A-1|A| In i
'I (adj A) ll
[ L A=T — IAl |l
|I 1
] ]
1 1
] ]
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| 1
1 1
| 1
| i
'. Imp. Theorem: If A & B are invertible matrices of the same order, then (AB)-! = '.
II B-1A-1. This is reversal law for inverse ll
| 1
I Note: 1
1 1
] ; « The necessary and sufficient condition for a square matrix A to 1 '
II be invertible is that |A| # 0. II
i « If Abe aninvertible matrix, then AT is also invertible & (AT)-1 = i
1 (A-1)T, 1
1 o : 1
1 « IfAisinvertible, 1
h (a) (A)1=A ; .
1 (B) (A= (AF)k=AKKEN 1
ll « IfAisan Orthogonal Matrix. AAT =1 = ATA ll
1 « A square matrix is said to be orthogonal if, A-1 = AT, 1
1 1 1
II . A = Al |l
1 II
1 i System of Equation & Criterian for Consistency Gauss - Jordan Method 1
1 1
II alx+ bly +clz=d1 l|
1 a2x + b2y + c2z = d2 |I
.' a3x + b3y + c3z=d3 1
1 1
'. We can write it in the form of matrix: Il
1 1
! alz +bly +clz]  [dl |:
! a2z + b2y + 2z | = |d2 "
o a3z + b3y + 3z d3 |
|
1 'I
I' ie. "
1 1
' al bl cl| |x dl !
' a2 b2 2| |yl = |2 "
' ad b3 3| |z d3 1
1 1
1 1
1 Let 1
1 1
1 |
] |
1 1
| 1
1 1
1 1
1 1
] ]
1 1
] ]
l---------------------- P398330f5? ----------------------I
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1 1
1 1
1 1
1 1
1 1
. al bl cl T dl .
i A= a2 b2 2|, X = |y|and B = |d2 i
M a3 b3 ¢3 2 d3 il
1 ]
I = AX =B 1
e >A1AX = A-1B "
| =X = A-1B= 0
'I lI
I (adj. A).B I
i . ]
I Al i
] ]
! 1 Note: '|
1 1
.' « If|A| # 0, system is consistent having unique solution Il
1 o If |A] #0 & (adj A). B # O (Null matrix), system is consistent 1
'l having unique non — trivial solution. II
1 o If|A] # 0 & (adjA).B = 0 (Null matrix) , system is consistent 1
I| having trivial solution II
[ « If|A] = 0, matrix method fails I|
1
1 1
ll If (adjA).B = null matrix=0 If (adjA).B = O II
1 l l I
| 1
.' Consistent (Infinite solutions) Inconsistent (no solution) ||
lI II
'l Illustration 4. Solve the following equation, | I
1 §
[ 2x+y+22=0, 2x-y+z=10, x+3y-z=5. 1 ;
1
1
I| Ans. The given equation can be written in matrix form: |
1
II i
I 2z +y+2 "
1 .
[ 2r —y+ = [
i . 1
" z+ dy— 5 !
¢ 1
" 2 1 2 T I
" = |2 -1 1] |y ,
. . 1
1 1
i i
1 1
] ]
1 1
] ]
l-------_-------------- Pa99340f57 ----------------------I
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2 1 2 1 0
1 § -1 P 5
(adj A).B
wX = A-1B= Al
Therefore,
g 1 2
A=12 -1 1]=2(01-3)- 1(-2-1)+ 2(6+1)= 13
1 3 -1
-3 7 8
adj A = 3 -4 32
7 -5 —4
|'—2 T 3'| 0] 0+ 70+ 15] "balg
X=213 -4 21100 = L10-40+10| = |-30/13
s [ 7 -5 —4_] 5] 0— 50 — 20J [—'0,.-'13
z 85,13 ) )
yl = —30/13} = =z = %y _ _1_3‘{‘3-: _ _1::;)
2 —70/13

Elementary Operation of Matrix

A matrix is an array of numbers arranged in the form of rows and columns. The
number of rows and columns of a matrix are known as its dimensions which is given
by m [latex]\times[/latex] n, where m and n represent the number of rows and
columns respectively. Apart from basic mathematical operations there are certain
elementary operations that can be performed on matrix namely transformations. It
is a special type of matrix that can be illustrate 2d and 3d transformations. Let’s
have a look on different types of elementary operations.

Types of Elementary Operations
There are two types of elementary operations of a matrix:
« Elementary row operations: when they are performed on rows of a matrix.

+ Elementary column operations: when they are performed on columns of a
matrix.
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1 1
1 1
1 1
1 1
: i Elementary Operations of a Matrix : i
.' » Any 2 columns (or rows) of a matrix can be exchanged. If the ith and jth rows .'
¥ are exchanged, it is shown by R; <> R;and if the ith and jth columns are |
'I exchanged, it is shown by C; & C;. 'I
1 1
II For example, given the matrix A below: II
I [latex]A = I
1 1
1 : 1 ;
; 1 2 3 ;
1 1
] ]
' 4 —5 6 '
1 1
1 1
! [/latex] W
1 1
'l We apply [latex|R_{1}\leftrightarrow R_{2}[/latex] and obtain: ! I
1 [latex]A = 1
1 I
' 1 l i
1 4 o 5 6 1
1 ; 1 !
' 1 2 -3 '
1 1
i [/latex] 1 I
1
II + The elements of any row (or column) of a matrix can be multiplied with a II
1 non-zero number. So if we multiply the ith row of a matrix by a non-zero 1
'l number k, symbolically it can be denoted by R; < AR;. Similarly, for column it I I
1 is given by Ci & AC.. |
1 1
1 1 For example, given the matrix A below: [ v
1 1
1
' [latex]A = i
[ 1 I
1
" i & —3 '
1 I :
1 ! 4 — 5 6 1
! [/latex] ' :
]
1 I We apply [latex]R_{1}\leftrightarrow 3R_{1}[/latex] and obtain: ' i
1 [latex]A = 1
1 1
1 1
] ]
1 1
] ]
e e e e S S = PaAgatBofh] g g
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1 1
1 1
1 1
1 1
1 1
[ ! 3 6 == 9 [ I
1 1
1 1
' 4 —b § '
1 1
1 [/latex] 1
1 1
.' + The elements of any row (or column) can be added with the corresponding .'
'I elements of another row (or column) which is multiplied by a non-zero lI
i number. So if we add the ith row of a matrix to the jth row which is multiplied i
1 by a non-zero number k, symbolically it can be denoted by R; < R + AR;. 1
|' Similarly, for column it is given by C; & Ci + AC;. |'
] ]
ll For example, given the matrix A below: ll
1 [latex]A = 1
1 1
l| II
; 1 2 -3 I
1 i Il
o 4 —5 6 [
Il [/latex] I|
1 We apply [latex]R_{2}\leftrightarrow R_{2}4+4R_{1}|/latex] and obtain: 1
I [latex]A = I
1 1
1 II
1
; 1 2 -3 b
|I 1 :
' 8 3 —6 i
'l [/latex]< " I
1 |
1 Invertible Matrices 1 :
1
1 1
N A matrix is an array of numbers arranged in the form of rows and columns. The |
'I number of rows and columns of a matrix are known as its dimensions, which is 'I
[ given by m x n where m and n represent the number of rows and columns 1
.l respectively. The basic mathematical operations like addition, subtraction, l'
1 multiplication and division can be done on matrices. In this article, we will discuss 1
1 ’ the inverse of a matrix or the invertible vertices. I I
1 1
. I What is Invertible Matrix? A
] 1
1 A matrix A of dimension n x n is called invertible if and only if there exists another ll
.' matrix B of the same dimension, such that AB = BA = I, where I is the identity 1
i
II 1
] ]
1 1
] ]
l-------_-------------- P398370f57 ----------------------I
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1 1
1 1
1 1
1 1
'. matrix of the same order. Matrix B is known as the inverse of matrix A. Inverse of '.
1 matrix A is symbolically represented by A-1. Invertible matrix is also known as a 1
1 ' non-singular matrix or nondegenerate matrix. i ¥
1 1
'I For example, matrices A and B are given below: 'I
1 1
1 1
1 1
] ]
1 1
i i
1 1
II II
s 1
] il= ]
1 1 ] [C' |
1 i
II 5 —7171 2 1 O Il
[ EA:[-:—! 1 ”_ sl lo 1J II
|I [t can be concluded here that AB = BA = I. Hence A1 = B, and B is known as the 1
i i inverse of A. Similarly, A can also be called an inverse of B, or B-1 = A, I I
1 A square matrix that is not invertible is called singular or degenerate. A square |
II matrix is called singular if and only if the value of its determinant is equal to zero. 'I
1 Singular matrices are unique in the sense that if the entries of a square matrix are 1
i I randomly selected from any finite region on the number line or complex plane, then I I
i the probability that the matrix is singular is 0, that means, it will “rarely” be |
1 singular. I
1 I
1 1
. 1 Invertible Matrix Theorem " I
1 i
1 Theorem 1 II
1
1 1
1 If there exists an inverse of a square matrix, it is always unique. ' |
1
]
1 ' Proof: [
I i I
'. Let us take A to be a square matrix of order n x n. Let us assume matrices B and C to 1
1 be inverses of matrix A. ll
.' Now AB = BA = [ since B is the inverse of matrix A. [
1 Similarly, AC=CA=1. 'l
i But,B=BI=B (AC) = (BA)C=1IC=C I
lI This proves B = C, or B and C are the same matrices. .I
1 1
" Theorem 2: i
1 1
I : : : !
1 If A and B are matrices of the same order and are invertible, then (AB)1= B-1 A-L. 1
|
II 1
] ]
1 1
] ]
l---------------------- PageSSOfS? ----------------------I
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1 1
1 1
1 1
1 1
’ . Proof: ' .
1 1
.' (AB)(AB)1 =1 (From the definition of inverse of a matrix) .'
| Al (AB)(AB)l=A1] (Multiplying A-1 on both sides) |
b (A1 A) B (AB)1 = A1 (A1l = A1) L
i IB(AB)1l=A1 1
i B (AB)1 = A 9,
I B1B (AB)1=B1A1l 1
b [ (AB)1=B1A" '
I (AB)-1 = B-1 A I
] |
1 1
1 Matrix Inversion Methods 1
1 1
|' Matrix inversion is the method of finding the other matrix, say B that satisfies the |I
.l previous equation for the given invertible matrix, say A. Matrix inversion can be Il
1 found using the following methods: I
1 1
1 I « Gaussian Elimination 1 !
1 « Newton’s Method |
II « Cayley-Hamilton Method ' I
I' + Eigen Decomposition Method 1 I
1 1
1 Applications of Invertible Matrix II
1
I ’ For many practical applications, the solution for the system of the equation should |I
; 1 be unique and it is necessary that the matrix involved should be invertible. Such I I
1 applications are: |
1 1
ll + Least-squares or Regression I !
1 « Simulations I !
'I + MIMO Wireless Communications i
1 1
i Invertible Matrix Example i
] i
.I Now, go through the solved example given below to understand the matrix which ll
1 can be invertible and how to verify the relationship between matrix inverse and the 1
I identity matrix. '
1 I :
]
1 : Example: If ! :
1 1
] 1
1 1
1 1
1 1
i i
1 1
] ]
1 1
] ]
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Wﬁrﬁﬁ.
1 1
| |
| |
| |
y 1 |
|

1 —u 1 0 B 1
I A= and B = a | !
3 5 0 1 = ]
| J 1
II II
: | then show that A is invertible matrix and B is its inverse. : |
| |
1 Solution: 1
II ll
i Given, i
| 1 |
| |
' 3 1 S~ '
! A = [ ] and B = “3’ !
1 2 0 1 = 1
1 o Il
|I Now, finding the determinant of A, 1
Il 3 1 Il
|l |A| — II
I 5 0 I
1 |
] 1
l. =-3(0) - 1(5) II
) =0-5 |
1 =-5%0 'I
II Thus, A is an invertible matrix. I
1 We know that, if A is invertible and B is its inverse, then AB = BA = I, where I is an |
I : identity matrix. I '
1 . \ . \ |
| ; 1 ey Bl gyl 4 q- 8 |
! {=3 (0 st [(B)-o+1-1 (Ble+lg) (g ;
: as= (2 o) = : .3 1716 1 I
3 ° i .2 5-0+0-1 5-1+0-3 '
[ | o | 2 2 1
| |
1 f lll | ( ) 1 - I|
i ;1 3\5 0/ |1-(-3)+3-5 1-1+3-9] 101 l

Q | \ e 3

] ]
1 lI
i AB=BA =1 1
| |
I " Therefore, the matrix A is invertible and the matrix B is its inverse. ! I
| 1
A Properties it
] i
| 1
| |
| |
| |
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1 1
1 1
1 1
1 1
! i Below are the following properties hold for an invertible matrix A: ' i
1 1
o . (A=A o
¥ + (kA)-1=Kk-1A-1for any nonzero scalar k |
'I « (Ax)* =xtA-1if A has orthonormal columns, where + denotes the Moore- 'I
1 Penrose inverse and x is a vector 1
. . (ATl = (AT .
i « Forany invertible n x n matrices A and B, (AB)-1 = B-1A-1. More specifically, |
'I if A1, Az..., Ak are invertible n x n matrices, then (A1Az:--Ax1Ax) "1 = ll
1 A—IkA—Ik_l...A-le—ll 1
. « detA-1=(detA)"! "
] ]
" Adjoint and inverse of a matrix "
1 1
.' The adjoint of a matrix (also called the adjugate of a matrix) is defined as the Il
1 transpose of the cofactor matrix of that particular matrix. For a matrix A, the adjoint 1
'l is denoted as adj (A). On the other hand, the inverse of a matrix A is that matrix ||
1 which when multiplied by the matrix A give an identity matrix. The inverse of a 1
> Matrix A is denoted by A-L. I I
1 i
I' Adjoint of a Matrix 1 i
1 1
; 1 Let the determinant of a square matrix A be |A] ' 1
i a; a2 a3 aj;l a2 a3 |I
il IfA= |as ap ayy| Then (Al = |an a2 ax |
i a3 ajzx ass a3z 4as2 ass I ;
1 i
[ The matrix formed by the cofactors of the elements is I ;
1 - -
1 1
o Ay Ay Agg i
1 1
| Agl AQQ Ag 3 "
1 3 1
0 _Ag 1 Agg Ag 4l i
]
i I Where I
i 1
1 1
] 1
1 1
] 1
1 1
1 1
1 1
i i
1 1
] ]
1 1
] ]
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W—T—?ﬁ_i__;—iﬂ_ﬁ_i_-__i__;ﬁ'ﬁil
| |
| |
1 1
| |
| ll
| : 2

I o 1+1 |22 Qg3 I
o An = (-1) — agazy — ag3.azx  n
I aszz2 Qass I
| |
; 1+2 |Q21 Q93 '
g Ap = (1) = —ag1.a33 + ag3.a3y; Az = !
I az; aszs i
| |
| 1
! 1+3 (@21 Q22 '
; —1) = a1a3 — 022a31; '
S ( as; as ’ i
| |
1 |
' I
I - 2+1 (@12 Q13 ! o I
' Ay = (—1) = —ajoaz3 + ai3.asy; Agg = I
:l agy  ass :l
1 1
' 942 (@11 Q13 )
' (—1) = a11033 — Q13.0G31; 1
|' azy ass II
1 |
' I
1 1
1 L 243 |A11 Q12 _ . 1
" A9z = (—1) = —anasp + app.a3;; Az = b
: agy asy |
|

1 |
1 3+1 (@12 aq3 !
" (—1) = a12a93 — @13. G22; "
i ag a3 |
|

' i
| i
I 3+2 |@11 Q13 1
g Asze = (-1) = —a1023 + a13.a91; A3z = -
: asy agy '
1 1
i |
L 3+3 @11 @12 .
i (—1) — a11a9 — a12.0a21; l
. agy @ '
| |
| |
| |
| |
1 1
| |
1 |l
|I 1
| ]
1 |
| |
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1 1
1 1
1 1
1 1
! i Then the transpose of the matrix of co-factors is called the adjoint of the matrix A ' i
lI and is written as adj A. _ ll
1 1
: An Az As; .
1 1

a G,dj}l: A9 Ao A i
" | A1z Ags  Ass !

1 1
1 1
! i The product of a matrix A and its adjoint is equal to unit matrix multiplied by the ! i
1 determinant A. 1
i ]
l. Let A be a square matrix, then (Adjoint A). A= A. (AdjointA) = | A |.1 :|
|
1 1
" ann @2 a3 An An A "
" let A = |ag; ax ag3| and adj A = A9 Ao Az Il
y ! as; asp a3 A1z Az Az !
1 1
. ’_011 a2 a13-| |_4411 Ay A3l-| !
o A (adi.A) = a1 a a3y x (A Ap Az i
' A1z Agg A [
1 azi a3z2 a3 13 423 433 II
1
| anAn +aidn +ai3diz  annde +adyn +aisds  andsn +apdpn + a131‘133~| |
I' = jaadn +apdp +axsA;z anAy +anAxp +andy  anAn + apAyp +aniss |I
II anAn +apdie +a33diz  az Ao +azede +aszzdes  azAs +apdn + 033-433_] II
I Al 0 0 1 00 [
" o 14 o]=140 1 o] =41 i
1 0 0 |A 0 0 1 1
1 lI
|
: 1 Example Problems on How to Find the Adjoint of a Matrix g I
] i
[ Example 1: If AT = - A then the elements on the diagonal of the matrix are equal to 1 ]
lI 1
[ (@1 I
[ (©0 [
. g (d) none of these I I
] 1
'I Solution: (c) AT = -A; A is skew-symmetric matrix; diagonal elements of A are zeros. ll
1 so option (c) is the answer. 1
1
II 1
1 1
1 1
i ]
e e e e e e === PagedBoff7 g e o =

Get More Learning Materials Here : & m &N www.studentbro.in



[ = = = = = = = = o= m = = m = O m = = = = = = = = = o= = = ]
1 1
1 1
1 1
1 1
1 1
i i
1 I Example 2: If A and B are two skew-symmetric matrices of order n, then, 1 I
1 1
| (a) AB is a skew-symmetric matrix |
! I (b) AB is a symmetric matrix ' "
i (c) AB is a symmetric matrix if A and B commute 1
i (d) None of these 9,
] ]
ll Solution: (c) We are given A’ =-A and B’ = -B; ll
1 Now, (AB)' = B’A’ = (-B) (-A) = BA = AB, if A and B commute. 1
] |
' 1 Example 3: Let A and B be two matrices such that AB’ + BA’ = 0. If A is skew ' 1
1 ' symmetric, then BA ll
1 (a) Symmetric 1
: 1 (b) Skew symmetric | I
1 (c) Invertible |
g! (d) None of these I .
1 1
i Solution: (c¢) we have, (BA)' = A'B’ = -AB’ [ A is skew symmetric]; = BA’ = B(-A) = - l|
" BA |
I' BA is skew symmetric. 1 I
1 1
; 1 Example 4: Let A " 1
1 1
' [1 2 3“ |
1
1 — 1
1 — 11 3 : g
: ] ]. 4 3 |
1 1
i then adj A is given by - ll
1 1
! i Solution: Co-factors of the elements of any matrix are obtained by eliminating all the ' I
1 elements of the same row and column and calculating the determinant of the 1
I I remaining elements. . .
1 1
1 1
1 |
1 1
i 1
1 1
1 1
1 1
] 1
1 1
| 1
1 1
i i
1 1
] ]
1 1
] ]
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1 1
1 1
1 1
1 ; 1 I
I M4 e I
iy = = 3x 3— 4 i = —T
1 : 1
I e ® I
1 _ 1
! 1 1 3 2 3 1 3 '
1 1
. 1 2 2 3 1 3 I
:, A= [0 1= -2 Au= | j1|— L Ap= | o= -1 A :,
i i
[ ‘ 1 2‘ : [
] - |
1 1 & 1
] ]
ll adj A = transpose of cofactor matrix. lI
g (=7 6 —1 h
1 : 1
' Adj A= |1 0 -1 |
I ' |
1 ' I
1 1
I ! Example 5: Which of the following statements are false - I !
1 i
ll (@) If|A]|=0,then|adjA|=0; II
1 (b) Adjoint of a diagonal matrix of order 3 X 3 is a diagonal matrix; 1
; 1 (c) Product of two upper triangular matrices is an upper triangular matrix; 'l
il (d) adj (AB) = adj (A) adj (B); !
|' Solution: (d) We have, adj (AB) = adj (B) adj (A) and not adj (AB) = adj (A) adj (B) |:
]
. . Inverse of a Matrix 1 I
1 1
i I [f A and B are two square matrices of the same order, such that AB = BA = [ (I = unit . !
" matrix) |
II Then B is called the inverse of A, i.e. B = A-1 and A is the inverse of B. Condition for a II
1 square matrix A to possess an inverse is that the matrix A is non-singular, i.e., | A | # 1
: I 0. If A is a square matrix and B is its inverse then AB = I. Taking determinant of both . '
1 sides| AB|=|1|or|A||B|= L From this relation it is clear that | A | # 0, i.e. the 1
1 ! matrix A is non-singular. " I
1 1
. i How to find the inverse of a matrix by using the adjoint matrix? I I
] 1
1 1
| 1
1 1
i i
1 1
] ]
1 1
] ]
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[ = = = = = = = = o= m = = m = O m = = = = = = = = = o= = = ]
[ [
1 1
1 1
| |
II We know that, ll
1 - [(Adj - i 1
, A (AdjA) = |A|T or 2244 — [ (Provided|A| # 0) |
1 |.’1 | [ 1
II And II
|I ;4..14 L — I: 44 1 — ﬁ (Adj. A) |I
1 . |
1 . Properties of Inverse and Adjoint of a Matrix 1 .
1 1
i « Property 1: For a square matrix A of order n, A adj(A) = adj(A) A = |A]], |
' I where I is the identitiy matrix of order n. ' 1
1 « Property 2: A square matrix A is invertible if and only if A is a non-singular 1
II matrix. II
1 1
" Problems on Finding the Inverse of a Matrix II
1 1
. I Illustration : Let A q I
1 (1 0 —11 [
1 1
1 = 13 4 5 |
1 1
. Lo -6 7_| |
1 1
i What is inverse of A? II
1 1
1 ; Solution: By using the formula I I
. 17 £ y
" Kl — mi.fl L we can obtain the value of A1 '.
II We have II
' 4 5 3 5 1
; A= = 2 Ap= — = 21 :
|l 11 |i__ 6 . T] 12 !0 o 7 | I
1 1
Il Similarly .'
0 A13=-18A31=4,A32=-8,A33=4,A21=46,A2=-7,A23=06 i
1 ; cofactor matrix of A ! i
" 2 21 -18 "
|I =16 -7 6 ll
I 4 -8 4 lI
1
lI adj A = transpose of cofactor matrix 'I
1 |
1 1
1 1
1 1
[ 1
1 1
1 1
I 1
1 [
I 1
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Type of Matrix
Row Matrix
Column Matrix
Zero or Null Matrix
Singleton Matrix
Horizontal Matrix
Vertical Matrix
Square Matrix

Diagonal Matrix

Scalar Matrix

Identity (Unit) Matrix

Equal Matrix

Triangular Matrices

2 6
adjA = 21 -7
—-18 6
1 0
Also [A| = |3 4
0 -6
=-28+30+18
=20

Types of Matrices

Matrix Types: Overview

The different types of matrices are:

1
1
1
1
4 ' :
- 1
1
= | .
|- A . § . I
5 | = {4 x(=7)—(-6) x5 —3 x (—6)} I
1
]
1
1
3 1
2 6 4 )
il - 1
55 | 21 { 8 |'
—18 6 4 I
II
II
II
II
l i
Details |
1
A:[aljh'ﬂ Il
A = [@i]]mx |I
A = [@j]lmxn Where, 8= 0 1 .
A = [aylmxn Where, m = n =1 | |
[ailmun where, n >m | .
[@j)mxn Where, m > n II
[@jlmxn where,m = n | I
A =[al wheni#]j ll
1
o B i
A = [ajlmn Where, a; = {0' & J} where k is a constant. 1
Ry $=3 I
1
l, 1=
A = [aylmn Where, a;; = {n, i 7] l|
1
A = [@jlmxn @and B = [bylxs where, ay=by,m=randn=s 1 '
Can be either upper triangular (a; = 0, when i > j) or lower triangular (a; =0 [ N
wheni<j) i
1
1
1
]
1
]
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Tl e L e e e e e B L B |
| 1

1 1
| 1

| i
| 1

] ]
1 : Singular Matrix |Al=0 1 I
1 I Non-Singular Matrix |A| #0 1 i
1 | Symmetric Matrices A = [ay] where, g = a; 1 I
1 Skew-Symmetric s i 1

1 Matrices = [ayl where, ay = 3y 1
| |

] Hermitian Matrix A= AR 1
1 1

1 Skew — Hermitian 6. 1
1 Matrix " =h 1

I - I
1 orthogonal Matrix AAT=|,=ATA 1

i ]
1 Idempotent Matrix A=A 1 I

1
1 Involuntary Matrix Al=] A=A |

1 1
1 Nilpotent Matrix 3peNsuchthat A =0 |

1 1
1 1
i 1 Types of Matrices: Explanations I I

1 _ I
1 Row Matrix 1

1 I i
1

1 A matrix having only one row is called a row matrix. Thus A = [ajj]mxn is @ row matrix 1
'. if m = 1. So, a row matrix can be represented as A = [ajj]1xn. [t is called so because it II
1 has only one row and the order of a row matrix will hence be 1 X n. For example, A 1
I. =[1 2 4 5] is row matrix of order 1 x 4. Another example of the row matrixis P = - |I

1 4 -21-17 ] which is of the order 1 x 3. II
1

1 . i
1 Column Matrix 1

1 I i
1 . . . . .

1 A matrix having only one column is called a column matrix. Thus, A = [ajjJmxm is a I
lI column matrix if n = 1. Thus, the value of for a column matrix will be 1. Hence, the 'I
1 order ism X 1. [
‘ 1 An example of a column matrix is: i !

] T i i
' —1 '

] 1
1 2 1

] A= ]
[ -4 [

i 1
1 5 1
II - = is column matrix of order 4 x 1. II

] 1
1 ; Just like the row matrices had only one row, column matrices have only one column. 1 I
1 Thus, the value of for a column matrix will be 1. Hence, the order is m X 1. The 1

1 1
1 1

] ]
1 1

i ]
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1 1
1 1
1 1
1 1
'. general form of a column matrix is given by A = [ajj]mx1. Other examples of a column ll
1 . matrix include: 1 I
1 i & 1
1 ! - 1 1 l
1 2 —18 1
1 1
! P={ 7 Q=|-—19 I
0 =t ( 0
! 17 L]q !
1 L L. . 1
|' In the above example, P and Q are 3 x1 and 5 x 1 order matrices respectively. |'
] ]
ll Zero or Null Matrix '|
1 1
.' [f in a matrix all the elements are zero then it is called a zero matrix and it is Il
1 generally denoted by 0. Thus, A = II
]
[ 3 D 8 i
1
o 0 0 0 |
1 . . o iy A _ !
1 [aij]mxn 1S @ Zero-matrix if ai;; = 0 for all i and j; E.g. is a zero matrix of II
.' order 2 x 3. 1
E, 00 )
1 1
" K= 10 0 'I
1 00 |
1 i
1 1
o 000 !
I 00 0 i
il 0 0 0 i
I| isa 3 x2null matrix & B = is 3 x 3 null matrix. Il
] i
1 Singleton Matrix lI
1
1
l| [f in a matrix there is only element then it is called singleton matrix. Thus, A = |
1 aijJmxn is a singleton matrix if m = n = 1. E.g. [2], [3], [a], [] are singleton matrices. !
1 1
1 1
: I Horizontal Matrix 1 !
] 1
1 1
1 1
1 1
1 1
1 1
] ]
1 1
] ]
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1 1
1 1
1 1
1 1
! i A matrix of order m x n is a horizontal matrix if n > m; E.g. ' i
1 ‘ 1
o 1 2 3 4 I
1 2 5 1 1 I
1 1
1 ]
'. Vertical Matrix '.
1 1
" A matrix of order m x n is a vertical matrix if m > n; E.g. Il
1 1
1 B . 1
1 2 5 '
1 1 1 II
]
lI lI
II s II
' |2 4] I
1 1
1 1
Il Square Matrix I|
1 1
1 [f the number of rows and the number of columns in a matrix are equal, then it is |
I| called a square matrix. ||
l' Thus, A = [ajj]mxn IS a square matrix if m = n; E.g. II
1 1
L ail a2 013 L
" a1 a2 Qa3 :|
1
1 azyr a3z2 4ass i
1 1
1 i
" is a square matrix of order 3 X 3. II
1 The sum of the diagonal elements in a square matrix A is called the trace of matrix A, 1
II and which is denoted by .'
| n II
1 . = e e
I tr(A); tr(A) = Z Qij = Q11 + a2 +....+ Qmn- !
! " Another example of a square matrix is: ’ I
1 1
1 1
1 1
] 1
1 1
] 1
1 1
1 1
1 1
1 1
1 1
] ]
1 1
] ]
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1 1
1 1
1 1
1 1
1 1
i ]
W p= |2 T "
I 9 13 I
1 ! 1 l
o IV 2 1 13-‘ i
] ' Q = — 5 '_ 8 0 I |
] ]
' L 14 -7 9 J 1
i i
'I The order of Pand Q is 2 x 2 and 3 X 3 respectively. ll
1 1
: 1 Diagonal Matrix ’ 1
1 1
1 If all the elements, except the principal diagonal, in a square matrix, are zero, it is 1
.' called a diagonal matrix. Thus, a square matrix A = [a;] is a diagonal matrix if a; = ||
'I 0,wheni#j; E.g II
o 2 0 0 i
I 0 3 0 [
1 i
" 0 0 4 "
ll is a diagonal matrix of order 3 x 3, which can also be denoted by diagonal [2 3 4]. II
[ The special thing is, all the non-diagonal elements of this matrix are zero. That 1
g 1 means only the diagonal has non-zero elements. There are two important things to 'l
1 note here which are |
1 1
|| (i) A diagonal matrix is always a square matrix 1 :
]
" (ii) The diagonal elements are characterized by this general form: aj; where i =j. I|
1 This means that a matrix can have only one diagonal. 1 ;
II Few more example of diagonal matrix are: 1
1 1
1 — 1
]
o 9 0 [4 0 0 -‘ L
o Q= R= |0 13 0 i
. 0 13 1
0 0 0 -2 "
1
ll In the above examples, P, Q, and R are diagonal matrices with order 1 X 1, 2 X 2 and II
[ 3 % 3 respectively. When all the diagonal elements of a diagonal matrix are the 1
. ! same, it goes by a different name- scalar matrix which is discussed below. 1 !
i
1 I 1
] ]
1 1
] ]
= = = = = =_=_=_=_ Page510f57 %
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1 1
1 1
1 1
1 1
" Scalar Matrix il
1 1
.' If all the elements in the diagonal of a diagonal matrix are equal, it is called a scalar .'
| matrix. Thus, a square matrix A = [ajj]mxis a scalar matrix if |
1 1
. _L "
|I 0: t7+J |I
! b f—3 !
'. ajj = ? J where k is a constant. '.
1 1
i - I
. |' 7 0 0 " .
! E.g. [ g = D J |
] ]
1 - 1
: 0 0 -7 '
II is a scalar Matrix. Il
1 More examples of scalar matrix are: 1
lI II
' s o I'\/E 0 0 ] '
. P = [ ; 3] Q= |0 +v5 0 )
1
o [0 0 JBJ [
1 Now, what if all the diagonal elements are equal to 1? That will still be a scalar I
1 : i : : : i 1
1 matrix and obviously a diagonal matrix. It has got a special name which is known as I
|. the identity matrix. II
| 1
. 1 Unit Matrix or Identity Matrix " i
1 I
1 [f all the elements of a principal diagonal in a diagonal matrix are 1, then it is called 1
ll a unit matrix. A unit matrix of order n is denoted by In. Thus, a square matrix A = I !
1 [aij]mxn IS an identity matrix if 'I
1 = ;
I { 1, 2= !
I a;j = o of
—~ =, i
z 0, i+ :
i
|I 1 0 0 1
]
l Eg.ds= 10 1 @ [
1 1
I 0 0 1 I
i 1
I I Conclusions: | |
1 1
ll « All identity matrices are scalar matrices II
I « All scalar matrices are diagonal matrices I
.I « All diagonal matrices are square matrices ll
1 1
] ]
1 1
] 1
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1 1
1 1
1 1
1 1
! i [t should be noted that the converse of the above statements is not true for any of ' i
1 the cases. !
II Il
: | Equal Matrices ! |
] ; Equal matrices are those matrices which are equal in terms of their elements. The 1 '
II conditions for matrix equality are discussed below. II
] ]
1 : Equality of Matrices Conditions 1 y
1 Two matrices A and B are said to be equal if they are of the same order and their 1
Il corresponding elements are equal, i.e. Two matrices A = [aij]mxn and B = [bij]rxs are Il
i equal if: i
lI (a) m =ri.e. the number of rows in A = the number of rows in B. lI
1 (b) n =s, i.e. the number of columns in A = the number of columns in B 1
.I (c)aj=by,fori=1,2,...,mandj=1,2, ..., n,lie. the corresponding elements are II
1 equal; 1
1 1
I 0 0O d g 0 0 i
1 and
o 0 0 0 0 0 )
. For example, Matrices are not equal because I
1 their orders are not the same. 1
i But, If W
1
1
i & 1 6 3 g|a a2 a3 |
1 = an
1 g 2 1 by by b3 'I
II are equal matrices then, i
.I ai=1la;=6,a3=3,b1=5,b2=2,bz3=1. Il
1 i
1 Triangular Matrix I ;
1
' 1 A square matrix is said to be a triangular matrix if the elements above or below the ! |
II principal diagonal are zero. There are two types: .I
1 1
L ' Upper Triangular Matrix i I
] 1
1 A square matrix [aj] is called an upper triangular matrix, if a; = 0, when i > j. 1 .
1
| 3 1 2 "
1 1
1 EQ .10 4 2 II
1
' 0 0 6 i
'I is an upper uriangular matrix of order 3 x 3. I
1 1
i i
1 1
] ]
1 1
] ]
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1 1
1 1
1 1
1 1
' i Lower Triangular Matrix ! i
1 1
.' A square matrix is called a lower triangular matrix, if aj = 0 when i <}j. .'
1 1
I |-l 0 0-‘ [
1 ]
1 1
. Eg. |2 3 0 ,
! i & 3| | | !
1 is a lower triangular matrix of order 3 x 3. 1
i i
: 1 Singular Matrix and Non-Singular Matrix ' 1
1 1
1 ! Matrix A is said to be a singular matrix if its determinant |A| = 0, otherwise a non- 1 I
1 singular matrix, i.e. If for det |A| = 0, it is singular matrix and for det |A| # 0, it is II
: I non-singular. : I
" Symmetric and Skew Symmetric Matrices ||
1 |
! I « Symmetric matrix: A square matrix A = [aj] is called a symmetric matrix if I I
1 aij = ajj, for all i,j values; 1
1 i
' 1 2 3 |
. Eg. A= |2 4 5 :.
1
1 3 b 2 [
| is symmetric, because a;z = 2 = azy, az1 = 1
i 3 =aj;etc. f
1 i
.l Note: A is symmetric if A’ = A (where ‘A’ is the transpose of matrix) I I
1 1
l‘ » Skew-Symmetric Matrix: A square matrix A = [ajj] is a skew-symmetric matrix '|
1 if a; = ay, for all values of i,j. [putting j = i] ai =0 |
1 1
.' Thus, in a skew-symmetric matrix all diagonal elements are zero; E.g. |I
] i
' B 2 i W I
1 1
o A= -2 0 -3{,B=J¢g 2 I
— 1
! [ 1 3 0 J 92 0 ]
1 1
1 are skew-symmetric matrices. 1 .
1 1 Note: A square matrix A is a skew-symmetric matrix A’ = -A. 1
1 |
' I Some important Conclusions on Symmetric and Skew-Symmetric Matrices: : I
1
] ]
1 1
] ]
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1 1
1 1
1 1
1 1
! i « If Aisanysquare matrix, then A + A’ is a symmetric matrixand A- A’ isa ' i
1 skew-symmetric matrix. 1
.' « Every square matrix can be uniquely expressed as the sum of a symmetric .l
1 matrix and a skew-symmetric matrix. A=1/2 (A+A")+1/2(A-A")=1/2 1
A . (B + C), where B is symmetric and C is a skew symmetric matrix. L I
I « Ifaand B are symmetric matrices, then AB is symmetric AB=BA,i.e. A& B 1
.' commute. .'
0 « The matrix B’AB is symmetric or skew-symmetric in correspondence if A is 0
'I symmetric or skew-symmetric. ll
1 « All positive integral powers of a symmetric matrix are symmetric. 1
.' « Positive odd integral powers of a skew-symmetric matrix are skew- |'
| symmetric and positive even integral powers of a skew-symmetric matrix are i
ll symmetric. '|
1 1
.' Hermitian and Skew-Hermitian Matrices II
I 1
'l A square matrix A = [ajj] is said to be a Hermitian matrix if ||
1 =\ . - 7] 1
I g, i 3 3 — 40 5+2z’_‘ !
a -+ 1C . .
. E.qg. : 3+ 4i 5 —2+1 i
I b—ic d , , I
i 9—2¢ —2-—1 2 !
1 are 1
II Hermitian matrices 'I
1 1
! Important Notes: " I
Il II
f Gi = ag = O tsreal Vi, '
[ « IfAisaHermitian matrix then thus 1
I' every diagonal element of a Hermitian Matrix must be real. .'
0 « If a Hermitian matrix over the set of real numbers is actually a real symmetric i
II matrix; and A a square matrix, II
] 1
l . = i . s |
1 — .. Qij = —Qj, V’Z,j, ; 1
i A = [ajj] is said to be a skew-Hermitian if ie A =- .I
1
i 0 94 [ 31 —3 + 22 —lﬂz-‘ o
- ' ) i
. E.g. . 3 — 24 —2i —2 44 i
| i [Py 0 , ; . |
" 1+71 2+4 "
1 1
i i
1 1
1 1
1 1
] ]
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1 1
1 1
1 1
1 1
! i are skew-Hermitin matrices. ' i
1 1
.' o If Aisaskew-Hermitian matrix then =\frac{1}{2}(A+A")+\frac{1}{2}(A- .'
; ¥ AN=\frac{1}{2}(B+C), ! |
I L I
" @i = —@; = @i+ — =0 y
1 Ay 1
] ]
1 1
i ! i.e. aii must be purely imaginary or zero. i !
] |
1 . « A skew-Hermitian matrix over the set of real numbers is actually is a real 1 I
I skew-symmetric matrix. I
1 1
1 I Special Matrices ! I
1 1
- A 04T =04[D.. !
1 i 1 ;
1 (a) Idempotent Matrix: A square matrix is idempotent, provided Az = A. For an |
. . idempotent matrix ' I
' A A= AVn> 2nc "
1 1
WON= A= An> 2. /
- For an idempotent matrix A, det A =0 or x. ||
1 I
II (b) Nilpotent Matrix: A nilpotent matrix is said to be nilpotent of index p, (p € N), if II
1 Ap =0, Ar-1 £ 0O, i.e. if p is the least positive integer for which Ar = O, then A is said |
'l to be nilpotent of index p. I !
1 §
" (c) Periodic Matrix: I :
1 1
| A square matrix which satisfies the relation Ak+1 = A, for some positive integer K, i i
! I then A is periodic with period K, i.e. if K is the least positive integer for which Ak+ i
II 1= A, nd A is said to be periodic with period K. If K =1 then A is called idempotent. ll
1
" ( 2 —3 ~5W :
1 ) 1
o E.g.thematrix | —1 4 ) i
1
,. T 3N .
1
|l has the period 1. 1
1 1
. i Notes: i I
1 1
] ]
1 1
] ]
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I - - - - - - - - - - - - - - - - - - - - - - - -] L} - - - I
| |
| |
1 1
| |
'. (i) Period of a square null matrix is not defined. '.
II (ii) Period of an idempotent matrix is 1. lI
| |
I| (d) Involutary Matrix: I|
] ; [f AZ = I, the matrix is said to be an involutary matrix. An involutary matrix its own 1 '
. inverse '
| |
| |
I Eq () A B 1l 1 1 0 I
i 4.1 — — |
| 1 0|1 0 0 1 |
| |
| |
1 |
| 1
1 1
1 1
1 |
1 |
1 |
1 |
1 |
1 |
1 |
1 |
1 |
1 |
1 |
1 1
1 |
1 1
1 1
| |
1 |
1 |
1 |
| |
1 II
|
1 |
] |
1 1
] |
1 |
] |
1 1
] |
1 1
] 1
1 1
] |
1 [ |
] |
1 |
] |
1 |
1 |
1 1
] i
1 1
] |
1 |
] |
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